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Abstract

This study presents a novel approach for detecting counterfeit
news, employing an advanced hybrid model that integrates
Enhanced Gated Recurrent Unit and Long Short-Term Memory
networks, termed IGRU-LSTM. Initially, the database is
assembled from the Information Security and Object Technology
(ISOT) database and Wikipedia databases. From the database, the
real and fake news is detected by considering news reviews. The
dataset may contain unwanted information line URLs and
symbols, which should be corrected to achieve efficient fake news
detection. So, the pre-processing technique should be considered
such as special symbol removal, URLS removal, upper to lower
case conversion and replace contractions. After that, the pre-
processed data is sent to the embedding procedure for word
embedding. Finally, the IGRU-LSTM classifier is utilized for
classifying real and fake news detection. In the combined GRU-
LSTM framework, we incorporate the Enhanced Wild Horse
Optimisation (EWHO) algorithm to optimize the selection of
optimal weighting parameters. We utilize MATLAB for
implementing this method. To evaluate the effectiveness of our
approach, we analyze key performance metrics like precision,
recall, and accuracy, and compare them with established methods
including CNN-PSO, CNN-FO, and standard CNN.
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1. Introduction
Social media platforms like Twitter, Facebook, Instagram, and others have been extremely

popular in recent years because they make it simple to receive information and provide individuals
with a handy venue to share it. Since social media platforms have become a hub for spreading false
information, researchers are closely monitoring the availability of fake data on them [1]. Academics,
journalists, politicians, and the general public are paying more attention to false news as a result of
its serious negative repercussions. Information that has been created or disseminated as fake news
has been done so with the intent to mislead the public and damage the reputation of a business,
organization, or person [2], [3]—either for selfish or political reasons. It has been widely argued
how "fake news," or false and misleading news items (or remarks), affects democracies and
economies. A negative influence on public health has also been noted, particularly in light of the
"infodemic" that the pandemic has brought about [4], [5].

Therefore, it has become urgent to find ways to detect fake news effectively in order to lessen
these negative effects [6]. According to psychological theories like the Undeutsch hypothesis, the
language used in fake news can be distinguished from that used in the real thing. Therefore, by
scrutinizing the linguistic design of news articles [7], effective techniques can be created to spot fake
news. By examining the writer's use of words (lexically and semantically), as well as how these
words are further developed into sentences (at the syntactic level) and the document (at the
discourse level) [8], one may determine the writer's linguistic style. It is referred to as
"misinformation" when false information is spread without regard for its intended audience. False
information can readily spread among people as a result of inadequate fact-checking, incorrect
identification of people in photographs, etc. When examining the name's etymology, it combines
details with the prefix mis [9], which stands for "wrong" or "mistaken." The term "disinformation"
refers to information that tries to trick the audience. It alludes to untrue information that is
consciously spread to slant and distort the truth [10].

The word "propaganda" is often used. A reversal or negative instance of information is denoted
with the prefix dis- [11]. False information that has been fabricated on purpose to appear factual is
referred to as "rumours" or "hoaxes" in both cases. Even though they are presented as facts, the facts
they describe are either false or wrong [12]. A lot of experiments are still being done to find
solutions to issues that were never thought of in the framework of computer science because of how
quickly artificial intelligence has developed [13]. The detection of bogus news is one such issue.
Existing research has determined the frequency of each word, part of speech (POS, at the syntactic
level), and rhetorical relationship (RR, at the discourse level) in news articles using a machine
learning framework [14]. These frequencies provide a representation of a news piece, which is then
further categorized by techniques like support vector machines (SVM) and random forests to
determine whether the news is accurate or not.

Fake news encompasses a vast range of formats and themes, each designed to skew perceptions
with distinct linguistic methods. When linked to immediate events, current information repositories
struggle to verify such news due to a paucity of corroborative details or evidence. The chaotic,
incomplete, and extensive nature of fake news data makes it prevalent on social platforms like
Twitter, YouTube, Facebook, and TV. Researchers have been examining the challenges posed by
misinformation and its reliability on these platforms, contributing to an understanding of user
emotions [15]. Such data helps in evaluating attitudes toward political entities or products,
understanding ongoing natural events, monitoring global happenings, and gauging satisfaction with
healthcare services. By analyzing network-based interactions, it is feasible to derive insightful
characteristics from posts. This investigation delves into the nature, varieties, and strategies for
identifying fake news.

The main contributions of the research are summarized as follows:
This paper develops an IGRU-LSTM classifier for fake news detection. Initially, the database

is assembled from the ISOT database and Wikipedia databases. From the database, the real
and fake news is detected by considering news reviews.

The dataset may contain unwanted information line URLs and symbols, which should be
corrected to achieve efficient fake news detection. So, the pre-processing technique should
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be considered such as Special symbol removal, URLS removal, upper to lower case
conversion and replace contractions.

After that, the pre-processed data is sent to the embedding procedure for word embedding.
Finally, the IGRU-LSTM classifier is utilized for classifying the real and fake news
detection.

 In the GRU-LSTM, the EWHO algorithm is taken into account when choosing the best
weighting parameter.

The rest of the paper is already organized as follows: Section 2 offers an analysis of similar
work on the topic of detecting false news. The architecture for detecting bogus news is presented in
Section 3. The outcome evaluation of the system is provided in Section 4. In Section 5, a summary
of fake news detection is provided.
2. Related Concepts

In this section, the recent works are analyzed and reviewed on the basis of fake news detection
and classification.

Addressing the challenge of widespread disinformation across cyber-physical social networks
has been a daunting task for service providers. With the evolution of these services, numerous
theoretical approaches have emerged, yet they often lag in processing efficiency, particularly in
semantic modelling. Qin Zhang et al. [16] introduced an innovative, deep learning-driven method
for the rapid detection of fake news specifically tailored for cyber-physical social platforms. This
method uniquely focuses on Chinese text, utilizing individual characters as the fundamental units of
analysis. Since news texts are frequently brief and can be subtly emphasized by specific keywords,
feature representation for news texts is extracted using a convolution-based neural computing
framework. Such a design can ensure processing speed and detecting capability.

Uncertainty over which news to believe in this digital age is a huge worry. The issue has grown
in importance as social media and technology continue to advance at an exponential rate. This was
also crucial in the transmission of false information during this pandemic, which led to turmoil and
concern around the globe. By employing a style-based strategy in detection, Afreen Kansal et al. [17]
have provided a way to comprehend and evaluate the underlying writing style that can assist in
identifying fake news before it is released. To identify bogus news, an ensemble machine learning
classification model was assessed.

Due to the quick spread of fake news on social media, it has now impacted every part of our
everyday lives. Fake news identification has emerged as a critical research problem as a result of the
rising spread of false information on social and news media. The majority of current techniques for
spotting fake news examine the accuracy of news reports and determine whether they are true or
false using machine learning models and natural language processing. Evolutionary-based
algorithms, however, have become quite popular because of their propensity to converge to
locations near optimums and their cheap computational complexity. Using a variety of conventional
techniques, such as machine learning technology, it is still challenging to recognize bogus news.
Deepjyoti Choudhury et al. [18] have proposed a novel technique for identifying bogus news in
social networks that combines genetic algorithms with machine learning classifiers.

Using machine learning and deep learning, Azka Kishwar et al. [19] have demonstrated fake
news identification in Pakistani news. Fake news has a significant psychological effect on readers,
making it a major worry. It might be challenging to recognize false news or to tell it apart from real
news. Over the past ten years, fake news has become increasingly popular in Pakistan. By
combining several fact-checked news APIs, this study seeks to provide the first complete dataset for
Pakistani news fake news identification. In this work, the generated dataset is also assessed using a
range of cutting-edge AI techniques. Among the five machine learning techniques used are Decision
Trees, Naive Bayes, KNN, Logistic Regression, SVM, and SVM. GloVe and BERT embeddings are
combined with LSTM and CNN, two deep-learning techniques.

People may now share knowledge more quickly, simply, and cheaply than ever before because
of the development of social media. This made false news, a problem that has persisted for a while
but is now causing grave concern due to the harm it does to communities, much worse. Research has
been done on automatic detection systems to prevent the emergence and dissemination of fake news.
Artificial intelligence and machine learning are used in these methods. As a result of recent
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significant advancements in challenging natural language processing problems, deep learning
techniques are now a practical choice for detecting fake news. Jamal Abdul Nasir et al. [20]
innovated a new hybrid deep learning architecture combining elements of convolutional and
recurrent neural networks, specifically for the categorization of false news. This model underwent
rigorous testing on two distinct fake news datasets, namely ISO and FA-KES, where it demonstrated
a significantly enhanced detection efficacy, surpassing the results of previous non-hybrid standard
methods.
3. Methodology

Social media has exceeded in recent years due to its primary usage as a tool for inter-human
communication. Additionally, social media facilitates exceptional access to data; however, because
platforms do not make significant management efforts, false information and lies are spread.
Therefore, fake news should be identified in order to prevent its spread. An effective deep-learning
model is created to detect bogus news. Figure 1 shows this proposed architecture for detecting bogus
news.

Figure 1. System Architecture
Initially, the database is assembled from the ISOT database and Wikipedia. From the database,

the real and fake news is detected by considering news reviews. The dataset may contain unwanted
information line URLs and symbols, which should be corrected to achieve efficient fake news
detection. So, the pre-processing technique should be considered, such as special symbol removal,
URLS removal, upper- to lower-case conversion, and replacement contractions. After that, the pre-
processed data is sent to the embedding procedure for word embedding. Finally, the IGRU-LSTM
classifier is utilized to classify real and fake news detection. In the GRU-LSTM, the optimal
weighting parameter is selected by considering the EWHO algorithm.
3.1 Dataset Description

To validate the proposed methodology, the ISOT database [21] is utilized. It is an accessible
database. This dataset consists of 45000 English-language news articles that are roughly split
between false and true reports. Additionally, while fake or false news is gathered from various
PolitiFact or Wikipedia sites, the actual articles were taken from the Reuters website [22]. This
database contains primary subjects of foreign news and politics, and this event happened from 2016
to 2017. The sample database is presented in Table 1.

Table 1. Components of ISOT Database

S. No News Type Number of Items Size News Type

1 Politics News 10145
21417 Real

2 Worlds News 11272

3 General News 9050
23481 Fake

4 Politics News 6841
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5 Left Party News 4459

6 US News 783

7 Middle East News 778

8 Government News 1570

3.2 Pre-processing Phase
The pre-processing step is an essential stage in natural language processing applications like

search engine optimization and keyphrase extraction. Additionally, false news detection affects the
model efficiency and concentrates the data complexity. The collected database contains special
symbols, hashtags and numerous links. To correct the database, the pre-processing techniques are
applied [23].

Special symbols removal: Emojis, punctuation and different special characters.
URL removal: The URL is presented in the articles, and it does not provide any meaning, so it
is removed from the text.
Conversion from upper to lower case: To ensure that the features are connected.
Replace contractions by transforming the word's contraction stages into their general and

formal forms in this sentence.
3.3 Word Embedding Model

Word embedding is a method that turns a word into a formulation of a vector. Word
embedding's main goal is to make use of the fact that words are closely related to one another and
share a small amount of dimension space. Every word also has an n-dimensional dense vector that
describes it. GloVe generates word vectors using this suggested process by taking into account
global data. Before embedding, this model is created to verify the global word statistics and the local
context [24]. The core principle behind this model focuses on the likelihood that words will appear
together in a corpus of text in order to incorporate them in useful vectors. The following is stated.

PIJ = P J I = XIJ

Kϵcontext XIK�
(1)

Here, XIJ is defined as the frequency that word J appears in the context of word I and X is
defined as a word-word co-occurrence matrix. The GloVe model's objective is to develop a function
that can distinguish these ratios between two-word vectors (words J and I) and a context word vector
(word K) that are given.

f ωI, ωJ, ωK = PIK
PJK

(2)

In addition, Glove will develop the word vectors and training required to streamline this
weighted least squares problem. In order to reduce the significance of frequent co-occurrences and
avoid uncommon co-occurrences from having the same importance as common ones, a weight
function should also be taken into account.

J = I,J=1
V f XIJ ωI

TωJ + BI + BJ − log XIJ
2

� (3)

For the specified word resemblance operation, such as co-occurrence probability ratios, this
model has the advantage of a relevant source of data. In this concept, word vectors are translated
into text statistics using an objective function J. Finally, GloVe reduces the J function by providing
word vector training incentives. This model's development of the entire word embedding matrix is
tied to the glove embedding procedure. It is an unsupervised training method that produces word
representations as vectors. The outcomes demonstrated outstanding word vector space sub-designs
trained on global word-word co-occurrence data extracted from a corpus. Utilized glove.840b.301D,
a 300-dimensional vector embedding, in this design.

3.4 Proposed Classifier: IGRU-LSTM
The classifier receives the word embedding matrix in order to identify bogus news. The

suggested classifier operates in two phases: training and testing. During training, 80% of the data is
taken into account while building the network. Additionally, 20% of the data is taken into account
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for network testing. The suggested classifier combines the GRU-LSTM and EWHO algorithms. By
taking EWHO into account, the training error in the FRU-LSTM is decreased. This is obtained by
selecting the optimal weighting parameter of GRU-LSTM [25]. The process of the IGRU-LSTM
and EWHO is presented in the below section.

3.4.1 IGRU-LSTM
In the proposed concept, the LSTM acts as the first hidden layer. The information from the first

hidden layer is merged for the fake news detection input database. The LSTM contains a set of gates
for controlling information flow. The hidden state and cell state are two additional states, though.
Additionally, there are two Tanh functions, three sigmoid functions, five different activation
functions, and more in LSTM. An output gate, an input gate, and a forget gate are the common three
gates found in LSTM.

Figure 2. Initial LSTM Structure
These gates are formulated as follows:

ft = σ whfht−1 +wxfxt + bf (4)

it = σ whiht−1 +wxixt + bi (5)

ot = σ whtht−1 +wxtxt + bt (6)

Here, c is defined as cell stage, b is defined as bias, x is defined as input data, h is defined as
hidden state, w is defined as weight, f is defined as forget gate, o is defined as output gate, i is
defined as input gates. The hidden state variable and cell state parameter are computed by using the
below equations:

Ct� = tanh xtwxg +wght−1 + bg (7)

ct = σ ft ∗ ct−1 + itxt ∗ Ct� + bc (8)

ht = tanh ct + bh ∗ ot (9)
The DENSE layer is a second layer to combines LSTM with GRU, and it provides a fast

response. The parameter for this layer comes from the final hidden layer in the input dataset's data.
The preceding layer is connected to this one. This layer has a rectified linear activation unit (ReLU).
These positive parameters are used to operate this activation function [26]. This positive parameter
is presented among 0 and 1. The ReLU function is formulated as follows:

rx = MAX 0, x (10)
The final DENSE layer's parameters are consumed by the third layer, GRU, which produces the

final output of two classes, such as bogus and legitimate news. The likelihood of the output is
determined by this layer. Update, reset, and secret gates are three of the two gates that GRU has. In
this GRU, there are two sigmoid activation functions and two Tanh functions for the output. The
updated and reset gates are formulated as follows:

rt = σ wxrxt +whrht−1 + br (11)

ut = σ wxuxt +wurht−1 + bu (12)

6
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Figure 3. The Third Layer of GRU

ht� = tanh xtwhx +whh(rtht−1) + bu (13)

ht = 1 − ut ht−1 + utht� (14)

The new hidden state is computed based on the below equations. The update and reset gates are
defined as r and u , respectively. In this proposed classifier, the optimal weighting parameter is
selected by using EWHO.

3.4.2 EWHO
In this proposed approach, the optimal weighting parameter is selected by considering the

EWHO algorithm. This algorithm is developed based on horse behaviour with two clusters such as
non-territorial and territorial. Based on the non-terrestrial horses, the leadership of wild horse,
domination of horse, mating, grazing and group characteristics are designed. These behaviours are
considered for selecting the optimal weighting parameter of the GRU-LSTM. This optimization
approach contains five main phases, which are presented as follows:

1. Generating the initial population and creating horse clusters with leader selection.
2. Mating and grazing horses
3. Leading and leadership of the group with the leader
4. Selection and exchange of leaders
5. Store the optimal solution
Generating Initial Population
The general design of horse optimization is initial random weighting parameter selection. The

initial population of the algorithm is presented as follows:
x�� = x1��� , x2��� , …. xN���� (15)

The random weighting parameter is set to zero for the initial population. This random
population is repeatedly generated by the target function, and a target parameter is computed using
the equation below:

o�� = O1, O2, …On (16)
A pair of rules that form the basis of an optimization technique also improved it. The fitness

function is taken into account while choosing the best weighting parameter based on the
optimization algorithm [27]. Various clusters are formed from the initial population. If n is defined
as the number of populations, the number of groups is defined as g = [n ∗ ps]. Here, ps is defined as
the percentage of stallions in the complete population.

3.4.3 Fitness Evaluation
The training error is taken into account as the fitness function in the suggested method. The

best weighting parameter for the proposed classifier is found based on the fitness function. The
fitness function is formulated as follows:

FF = Min training Error (17)
Here, the training error of the classifier is considered as the fitness function.

3.4.4 Grazing Characteristics

https://ijcnis.org/
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To practise the grazing qualities, have the group members search all around the stallion, which
will serve as the centre of the grazing area. This grazing characteristic of the stallion is formulated as
follows:

X
�
I,g
J = 2Z cos 2πRZ × stallionJ −

X
�
I,g
J + stallionJ (18)

Here,
X
�
I,g
J is defined as the hot perspective of the member in the group during grazing, R is

defined as movement in various radius, and it is a homogeneous random variable in the range [-2,2],
π is similar to the pi number 3.14, Z is defined as the adaptive mechanism, stallionJ is defined as the
stallion position and XI,g

J is characterized as the present perspective of the group member.

Algorithm 1: Pseudocode of the Algorithm
Initialize the random weighting parameter with horse population generation
Input parameters initialization
Compute the horse fitness (learning rate)
create foal groupings, then pick stallions from them.
Calculate the ideal horse.
While the final condition is met
for the stallions' count
Calculate Z
for the number of foals in any group.
If RAND>PC
Position improvement using equation (13)
Else
The position is upgraded by equation (14)
End
End
If RAND>0.5
Improve the situation using equation (15)
Else
Improve the situation using equation (16)
End
Exchange process by equation (18)
Save the optimal weighting parameter

3.4.5 Horse Mating Process
Horses' distinctive traits, such as removing foals from clusters and mating them, set them apart

from other animals. In this case, young calves leave the herd before they reach puberty, and male
calves join the band of solitary horses. To reach adolescence and determine her partner, the female
foal also joins the other family cluster. By using this procedure, the father will not be able to mate
with his daughters or siblings. To achieve these characteristics, the mating characteristics are
designed and formulated as follows:

Xg,kP = Crossover XI,g
Q , XI,gZ , I ≠ J ≠ K, P = Q = End (19)

Crossover = Mean (20)
Where XI,gZ is defined as the z horse perspective and mating process, XI,g

Q is characterized as the
perspective of foal and cluster formation and Xg,kP is defined as the horse position and leave the
cluster and provides its location to a horse whose parents are horses which contain to leave the
group I and J and its obtained puberty.

https://ijcnis.org/
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3.4.6 Group Leadership
The group should follow the leader to the designated place. The water hole is taken into

account in this situation. It's time to relocate the group to this watering hole. The domination group
is prevented from utilizing this water hole while the remaining groups are unable to use it while the
domination group is still fleeing [28] by following a similar route. If this water hole is dominant, the
group leaders should bring their group there and use it; if not, they should leave and concentrate on
the other group. The following formulation is provided:

StalliongI =
2Z cos 2πRZ × wh − StalliongI +wh if r3 > 0.5
2Z cos 2πRZ × wh − StalliongI −wh if r3 ≤ 0.5

(21)

Here, Z is defined as the adaptive technique, StalliongI is defined as the current perspective of
the leader of the group, wh is characterized as the orientation of the water hole, StalliongI is defined
as the next attitude of the leader of the unit, R is defined as the uniform random number in the period
[-2,2].

Figure 4. Flowchart of the Architecture

3.4.7 Selection and Exchange of Leaders
To preserve the algorithm's randomness, pick the leaders at random at first. Leaders may be

selected based on their fitness in the algorithm's subsequent stages. If one of the group members is
more physically fit than the group leader, the position of the group leader and related members will
alter according to the equation below:

StalliongI =
xg,i if cos t xg,i < cost t StalliongI
StalliongI if cos t xg,i > cost t StalliongI

(22)

Based on this formulation, the efficient optimal weighting parameter is selected for computing
the fake news detection.
4. Results and Discussion

This section evaluates and justifies the proposed methodology. The suggested methodology
was created to identify and categorize bogus news from databases. The databases are initially pre-
processed by taking pre-processing techniques into consideration. The process of word embedding is
then taken into consideration for fake news detection. The network is trained using eighty per cent
of the data in the collected database and then tested using twenty per cent of the data. When
analyzing the suggested approach, many measures, such as precision, recall, accuracy, sensitivity,
specificity, and F_measure, are considered. Table 2 contains a list of the planned metho's
implementation measures.

https://ijcnis.org/
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Table 2. Implementation Values
S. No Method Description Value
1

EWHO

Number of populations 50
2 Upper bound 10
3 Lower bound -10
4 Number of iterations 100
5

Proposed

Inertia factor 0.7298
6 Momentum 0.9
7 Learn rate drop period 5
8 Learn rate drop factor 0.2
9 Initial learn rate 0.05
10 Max Epochs 15

11 Minimum batch size 500

Figure 5. Validation of Accuracy
The accuracy of the proposed technique is validated and illustrated in Figure 5. It is validated

by changing the training percentage. The proposed strategy is compared to common methods like
CNN, CNN-FO, and CNN-PSO. During 20 training percentages, the proposed approach attained
0.93. Similarly, the traditional technique has obtained 0.75, 0.856 and 0.86. During 40 training
percentages, the proposed approach attained 0.95. Similarly, the traditional technique has obtained
0.8, 0.82 and 0.86. Related to this validation, the proposed technique obtained the best outcomes,
which are justified on the basis of accuracy measures.

10
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Figure 6. Validation of Precision
The precision of the proposed technique is validated and illustrated in Figure 6. It is validated

by changing the training percentage. The proposed strategy is compared to common methods like
CNN, CNN-FO, and CNN-PSO. During 20 training percentages, the proposed approach is attained
0.89. Similarly, the traditional technique has obtained 0.81, 0.83 and 0.88. During 40 training
percentages, the proposed approach is attained 0.92. Similarly, the traditional technique has
obtained 0.84, 0.84 and 0.87. Related to this validation, the proposed technique obtained the best
outcomes, which are justified on the basis of precision measures.

Figure 7. Validation of Recall
The recall of the proposed technique is validated and illustrated in Figure 7. It is validated by

changing the training percentage. Comparing the suggested methodology to traditional methods like
CNN, CNN-FO, and CNN-PSO. During 20 training percentages, the proposed approach attained
0.84. Similarly, the traditional technique has obtained 0.72, 0.76 and 0.80. During 40 training
percentages, the proposed approach attained 0.84. Similarly, the traditional technique has obtained
0.76, 0.82 and 0.84. Related to this validation, the proposed technique obtained the best outcomes,
which are justified on the basis of recall measures. The sensitivity of the proposed technique is
validated and illustrated in Figure 8. It is validated by changing the training percentage.
Conventional methods like CNN, CNN-FO, and CNN-PSO are compared to the proposed
methodology. During 20 training percentages, the proposed approach attained 0.86. Similarly, the
traditional technique has obtained 0.73, 0.79 and 0.81. During 40 training percentages, the proposed
approach attained 0.87. Similarly, the traditional technique has obtained 0.83, 0.81 and 0.76. Related
to this validation, the proposed technique obtained the best outcomes, which are justified on the
basis of sensitivity measures.

11
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Figure 8. Validation of Sensitivity

Figure 9. Validation of Specificity

Figure 10. Validation of F_measure

12

https://ijcnis.org/


Available online at: https://ijcnis.org

An Improved and Optimized Gated Recurrent Unit and Long Short-Term Memory Model for Fake News
Detection

Figure 11. Training and Testing Error

Figure 12. Performance of the Proposed Classifier

Figure 13. Database Training

13
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Table 3. Comparison Validation

S. No Methods Specificity Recall Precision Accuracy F_Measure
1 Qin Zhang et al. [16] CNN 0.78 0.82 0.85 0.91 0.84
2 Kansal et al. [17] 0.82 0.78 0.84 0.90 0.81

3 Deepjyoti Choudhury et al.,
[18] 0.88 0.80 0.87 0.88 0.76

4 Azka Kishwar et al. [19] 0.90 0.77 0.86 0.91 0.77

5 JamalAbdulNasir et al. [20]
hybrid deep learning model 0.86 0.81 0.77 0.76 0.82

6 Proposed Model 0.92 0.84 0.89 0.93 0.85

The specificity of the proposed technique is validated and illustrated in Figure 9. It is validated
by changing the training percentage. The proposed strategy is compared to traditional methods like
CNN, CNN-FO, and CNN-PSO. During 20 training percentages, the proposed approach attained
0.92. Similarly, the traditional technique has obtained 0.82, 0.85 and 0.89. During 40 training
percentage, the proposed approach attained 0.93. Similarly, the traditional technique has obtained
0.84, 0.86 and 0.91. Related to this validation, the proposed technique obtained the best outcomes,
which are justified on the basis of specificity measures. The f-measure of the proposed technique is
validated and illustrated in Figure 10. It is validated by changing the training percentage. The
proposed strategy is compared to common methodologies like CNN, CNN-FO, and CNN-PSO.
During 20 training percentages, the proposed approach attained 0.85. Similarly, the traditional
technique has obtained 0.78, 0.80 and 0.82. During 40 training percentages, the proposed approach
attained 0.87. Similarly, the traditional technique has obtained 0.80, 0.82 and 0.84. Related to this
validation, the proposed technique obtained the best outcomes, which are justified on the basis of
the f-measure measure. The comparison analysis of the proposed method is given in Table 3.
5. Conclusion

This paper has been an IGRU-LSTM classifier for fake news detection. Initially, the database
is assembled from the ISOT database and Wikipedia databases. From the database, real and fake
news has been detected by considering news reviews. The dataset may contain unwanted
information line URLs and symbols, which should be corrected to achieve efficient fake news
detection. So, the pre-processing technique should be considered such as Special symbol removal,
URLS removal, upper to lower case conversion and replace contractions. After that, the pre-
processed data is sent to the embedding procedure for word embedding. Finally, the IGRU-LSTM
classifier has been utilized for classifying real and fake news detection. The EWHO algorithm has
been taken into consideration while choosing the best weighting parameter for the GRU-LSTM.
The proposed method has been used in MATLAB, and its effectiveness has been assessed using the
performance metrics of accuracy, precision, recall, specificity, and f-measure. The suggested
methodology is contrasted with the conventional methods, CNN-PSO, CNN-FO and CNN.
References

[1] N. Capuano, G. Fenza, V. Loia, and F. D. Nota, “Content Based Fake News Detection with
machine and deep learning: a systematic review,” Neurocomputing, 2023.

[2] A. M. Luvembe, W. Li, S. Li, F. Liu, and G. Xu, “Dual emotion based fake news detection: A
deep attention-weight update approach,” Information Processing & Management, vol. 60, no.
4, p.103354, 2023.

[3] P. Dhiman, A. Kaur, C. Iwendi, and S.K. Mohan, “A scientometric analysis of deep learning
approaches for detecting fake news,” Electronics, vol. 12, no. 4, p. 948, 2023.

[4] A. Jarrahi, and L. Safari, “Evaluating the effectiveness of publishers’ features in fake news
detection on social media,” Multimedia Tools and Applications, vol. 82, no. 2, pp. 2913-2939,
2023.

14

https://ijcnis.org/


Available online at: https://ijcnis.org

An Improved and Optimized Gated Recurrent Unit and Long Short-Term Memory Model for Fake News
Detection

[5] M.I. Nadeem, K. Ahmed, D. Li, Z. Zheng, H.K. Alkahtani, S.M. Mostafa, O. Mamyrbayev,
and H. Abdel Hameed, “EFND: A semantic, visual, and socially augmented deep framework
for extreme fake news detection,” Sustainability, vol. 15, no. 1, p. 133, 2022.

[6] K. Ma, C. Tang, W. Zhang, B. Cui, K. Ji, Z. Chen, and A. Abraham, “DC-CNN: Dual-
channel Convolutional Neural Networks with attention-pooling for fake news
detection,” Applied Intelligence, vol. 53, no. 7, pp. 8354-8369, 2023.

[7] P. Singh, R. Srivastava, K.P.S. Rana, and V. Kumar, “SEMI-FND: stacked ensemble based
multimodal inferencing framework for faster fake news detection,” Expert systems with
applications, vol. 215, p. 119302, 2023.

[8] A. Awasthi, T.R. Mahesh, R. Joshi, A.K. Pandey, R. Saxena, and S. Goswami, “Smart Grid
Sensor Monitoring Based on Deep Learning Technique with Control System Management in
Fault Detection,” International Journal of Communication Networks and Information
Security, vol. 14, no. 3, pp. 123-137, 2022.

[9] C. Zhang, A. Gupta, X. Qin, and Y. Zhou, “A computational approach for real-time detection
of fake news,” Expert Systems with Applications, vol. 221, p. 119656, 2023.

[10]X. Zhou, J. Li, Q. Li, and R. Zafarani, “Linguistic-style-aware Neural Networks for Fake
News Detection,” arXiv preprint arXiv:2301.02792, 2023.

[11]D.K. Vishwakarma, P. Meel, A. Yadav, and K. Singh, “A framework of fake news detection
on web platform using ConvNet,” Social Network Analysis and Mining, vol. 13, no. 1, p. 24,
2023.

[12]S. Mubeen, N. Kulkarni, M.R. Tanpoco, R.D. Kumar, M.L. Naidu, and T. Dhope, “Linguistic
Based Emotion Detection from Live Social Media Data Classification Using Metaheuristic
Deep Learning Techniques,” International Journal of Communication Networks and
Information Security, vol. 14, no. 3, pp. 176-186, 2022.

[13]M. Abd Elaziz, A. Dahou, D.A. Orabi, S. Alshathri, E.M. Soliman, and A.A. Ewees, “A
Hybrid Multitask Learning Framework with a Fire Hawk Optimizer for Arabic Fake News
Detection,” Mathematics, vol. 11, no. 2, p. 258, 2023.

[14]A. Pal, and M. Pradhan, “Survey of fake news detection using machine intelligence
approach,” Data & Knowledge Engineering, vol. 144, p. 102118, 2023.

[15]M.I. Nadeem, S.A.H. Mohsan, K. Ahmed, D. Li, Z. Zheng, M. Shafiq, F.K. Karim, and S.M.
Mostafa, “HyproBert: A fake news detection model based on deep
hypercontext,” Symmetry, vol. 15, no. 2, p. 296, 2023.

[16]Q. Zhang, Z. Guo, Y. Zhu, P. Vijayakumar, A. Castiglione, and B.B. Gupta, “A deep
learning-based fast fake news detection model for cyber-physical social services,” Pattern
Recognition Letters, vol. 168, pp. 31-38, 2023.

[17]A. Kansal, “Fake news detection using pos tagging and machine learning,” Journal of
Applied Security Research, vol. 18, no. 2, pp. 164-179, 2023.

[18]D. Choudhury, and T. Acharjee, “A novel approach to fake news detection in social networks
using genetic algorithm applying machine learning classifiers,” Multimedia Tools and
Applications, vol. 82, no. 6, pp. 9029-9045, 2023.

[19]A. Kishwar, and A. Zafar, “Fake news detection on Pakistani news using machine learning
and deep learning,” Expert Systems with Applications, vol. 211, p. 118558, 2023.

[20]J.A. Nasir, O.S. Khan, and I. Varlamis, “Fake news detection: A hybrid CNN-RNN based
deep learning approach,” International Journal of Information Management Data
Insights, vol. 1, no. 1, p. 100007, 2021.

[21]J. Smith and J. Doe. “Obama inaugurated as President.” CNN.com. Accessed: Feb. 1, 2009.
[Online.] Available: https://www.uvic.ca/engineering/ece/isot/datasets/fake-news/index.php.

[22]E. Jardine, “Beware Fake News.” cigionline.org. Accessed: Feb. 1, 2018. [Online.] Available:
https://en.wikipedia.org/wiki/List_of_fake_news_websites.

[23]A. Gupta, R. Sukumaran, K. John, and S. Teki, “Hostility detection and covid-19 fake news
detection in social media,” arXiv preprint arXiv:2101.05953, 2021.

[24]P.K. Verma, P. Agrawal, I. Amorim, and R. Prodan, “WELFake: word embedding over
linguistic features for fake news detection,” IEEE Transactions on Computational Social
Systems, vol. 8, no. 4, pp. 881-893, 2021.

15

https://www.uvic.ca/engineering/ece/isot/datasets/fake-news/index.php
https://en.wikipedia.org/wiki/List_of_fake_news_websites
https://ijcnis.org/


Available online at: https://ijcnis.org

International Journal of Communication Networks and Information Security

[25]S. Ullah, M.A. Khan, J. Ahmad, S.S. Jamal, Z. e Huma, M.T. Hassan, N. Pitropakis, Arshad
and W.J. Buchanan, “HDL-IDS: a hybrid deep learning architecture for intrusion detection in
the Internet of Vehicles,” Sensors, vol. 22, no. 4, p. 1340, 2022.

[26]E. Amer, K.S. Kwak, and S. El-Sappagh, “Context-based fake news detection model relying
on deep learning models,” Electronics, vol. 11, no. 8, p. 1255, 2022.

[27]I. Naruei, and F. Keynia, “Wild horse optimizer: A new meta-heuristic algorithm for solving
engineering optimization problems,” Engineering with computers, vol. 38, no. Suppl 4, pp.
3025-3056, 2022.

[28]R. Zheng, A.G. Hussien, H.M. Jia, L. Abualigah, S. Wang, and D. Wu, “An improved wild
horse optimizer for solving optimization problems,” Mathematics, vol. 10, no. 8, p. 1311,
2022.

16

https://ijcnis.org/

	1.Introduction
	2.Related Concepts
	3.Methodology
	4.Results and Discussion
	5.Conclusion

