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Abstract

Artificial Intelligence (AI) is becoming essential technology in
Cybersecurity. It represents a revolution in detecting and analyzing
intrusions based on predictive models and classification methods.
Various recent studies discussed the applications of artificial
intelligence in Intrusion Detection Systems to improve the accuracy
of the classifiers in detecting cyber-attacks but ignored the
computational cost of running the algorithm which is considered a
crucial factor of the model evaluation. The aim of this paper is to
solve this security issue by using dimensionality reduction
techniques and machine learning algorithms. To raise their
effectiveness and thus enhance network security, a hybrid classifier
with high accuracy and low computational cost is proposed. It
combines Decision Tree (DT) and Linear Regression (LR)
techniques with AdaBoost technique to build a powerful model for
detecting cyber-attacks. The hybrid model included 5 stages, (i)
selecting and analyzing the dataset, (ii) pre-processing it, (iii)
reducing the dimensions using the Principal Component Analysis
(PCA), (iv) classifying stage and (v) evaluating the model using the
dataset UNSW-NB15. The model has been compared with several
state-of-the-art algorithms. The results have shown that the proposed
hybrid model achieved a high accuracy (99%) and the runtime was
significantly reduced by half using PCA principle.

Keywords: Cybersecurity, Intrusion Detection System, Decision
Tree, Linear Regression, Feature Reduction, AdaBoost Technique,
Computational Cost

1. Introduction
Recently, the need to enhance cyber security has increased with the increase of cyber-attacks

over Internet (2.200 attacks per day) [1] . This is due to the increasing tendency to use technology
and network in various fields such as medicine, industry, marketing, and others. Cyber-attacks have
increased in line with the increase in Internet users and the dependence of institutions and
governments on technology. According to a report of Cybersecurity Ventures, cyber-attacks have
been ranked as the fifth most significant risk in 2020 that can affect the public and private sectors [2].
They can affect the organization in different manners from simple operational disruptions to major
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financial losses which is very costly for the organization in terms of effort and cost. With the rapid
increase in attacks and their negative effects on organization, the detection rate of intrusions is very
limited, around 0.05% in United States based on the report of the World Economic Forum's 2020
Global Risks[3]. Cyber-attacks are becoming more sophisticated than before and traditional methods
are not enough to prevent them. Therefore, with these security issues, the need to provide a secure
environment for technology and network users has increased. Cyber Security is responsible for
protecting data, systems, and networks from cyber-attacks. It is based on three concepts including
confidentiality, integrity, and availability [4].

Therefore, researchers turned to Artificial Intelligence to improve defence methods and thus
enhance cybersecurity. Artificial intelligence provides smart and effective solutions to protect
against cyber-attacks. It has an effective and positive impact on cyber security [5] . Some of the
cybersecurity tasks that an AI can be adapted to perform are Classification, Clustering and
Predictive Analysis [6] . Based on these tasks, AI can be applied in cyber security fields, such as
network protection, endpoint protection, application security, suspect user behaviour, and others [6].

Intrusion detection is a cybersecurity task. Since intrusion detection is a classification issue,
artificial intelligence can be used specifically machine learning to improve its effectiveness [7]. IDS
represent a security tool deployed in network to detect and analyze intrusions. With the sophisticated
cyber-attacks, intrusion detection process must be fast and more accurate and the traditional methods
are not enough to prevent them. Therefore, machine learning helps build powerful classifiers that
can detect attacks through network traffic [8]. The performance of the classifier depends on several
concepts such as the algorithms used, the pre-processing methods and the type of dataset. Various
metrics can be used to measure the classifiers’ performance such as accuracy, precision, F-measure,
false positive rate (FPR), specificity, detection rate, etc. Computational cost must be considered and
kept as low as possible. This can be achieved by using dimensionality reduction techniques and
machine learning classifiers. The research study focused on the use of AI approaches for detecting
intrusions, determining their effectiveness and evaluating the accuracy of these approaches.

Intrusion Detection System (IDS) aims to raise the level of security in the system and to keep
the network from penetration. Intrusion Detection System used AI and specifically machine learning
to effectively detect cyber-attacks. It provides effective classifiers to increase the classification
accuracy. Various recent studies discussed the applications of artificial intelligence in cybersecurity.
The study [9] presents a model for building a powerful classifier based on 5 machine learning
algorithms to solve the intrusion detection problem. The research study[10] makes recommendations
for proper use of Artificial Intelligence approaches to identify cyber-attacks. Most of the existing
studies provided solutions to enhance the effectiveness of the classifiers in detecting cyber-attacks
but ignored the computational cost of running the algorithm which is considered a crucial factor the
evaluate the model.

Therefore, this paper proposes a solution to increase the accuracy and reduce the computational
cost. It starts with an empirical analysis of the proposed approaches for detecting cyber-attacks and
then selects the appropriate machine learning classifiers for building a powerful model to enhance
the IDS’ performance in term of accuracy. Finally, it selects the appropriate feature reduction
techniques to reduce the computational cost of the algorithm.

The objectives of this paper are:
- Provide a comprehensive analysis on the use of AI on intrusion detection and discussed their

strengths and weaknesses.
- Select the most recent and appropriate network traffic datasets, UNSW-NB15, to evaluate the

proposed model for binary classification.
- Select feature reduction techniques to reduce the dimensions which help reducing the cost.
- Propose a hybrid classifier for intrusion detection by combining Decision Tree (DT) and

Linear Regression (LR) classifiers with AdaBoost technique as meta-classifier to build a
powerful model for detecting cyber-attacks.

- Evaluate the model and shows its effectiveness in terms of accuracy and computational cost
compared to others classifiers.
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2. Related Work
Various research studies have explored Artificial Intelligence approaches in the area of

Intrusion Detection Systems (IDS) to detect and efficiently classify attacks, improve defense
methods and thus enhance cybersecurity. This section focusses on the proposed Machine Learning
based approaches for IDS, and thus, discusses the related studies and shows their strengths and
weaknesses.

In the work in [11] , authors provided an Artificial Intelligence based-typology that helps
organizations that helps organizations especially managers to understand the effect of AI on their
industries. In [5] , authors studied the impact of different Artificial Intelligence technologies on
enhancing cyber security and its main role to improve cyber security by facing cyber-attacks,
specifically in Iraq. The study is limited to a relatively small geographical area and a small sample
size as well.

A solution for cybersecurity problems such as the problem of intrusion detection has been
proposed in the study [6]. Authors used Naive Bayes classifier to solve the problems. Authors have
also discussed some cybersecurity problems studied how artificial intelligence approaches and data
mining techniques can solve them.

The study [12] discusses the application of artificial intelligence and data mining techniques in
cybersecurity to improve cyber security in three major fields including intrusions detection, malware
examination and spam detection. The weakness of this study is that it does not depend on experience
or accurate analysis. Instead, it depends entirely on the results of previous studies.

Table 1 summarizes the related studies that have investigated the use of Artificial Intelligence
techniques for Intrusion Detection. The studies are presented based on chronological order.

Table 1. Comparative Study of the Presented Studies
Study Year Domain Description Result Limitation

[9] 2021

Artificial
Intelligence
and Cyber
Security

Describe AI
Applications and
Techniques in
cybersecurity

Machine
learning, deep

learning, and data
mining are used
to improve cyber
security in three
fields: intrusions

detection,
malware

examination, and
spam detection

The study's
outcome isn't

quantified in any
way.

[2] 2021

Artificial
Intelligence
and Cyber
Security

study the effect
of AI techniques
on cyber security
and its main role
to improve cyber

security by
facing cyber-

attacks,
specifically in

Iraq

AI has a
significant and
positive impact
on cybersecurity
to enhance it.
Except for the
expert system, it
had no effect

small
Geographical

area,
limited
variables,

small sample
size.

[8] 2020
Artificial
intelligence
and industry

Provide a
typology of AI-

enabled
innovations that
helps managers
to understand the
effect of AI on
their industries

determining the
impact of AI on
organizations
using the
proposed
topology

-
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[3] 2019
Machine
Learning

algorithms and
Cyber Security

Study How can
use machine
learning

algorithms in
cyber security to

enhance it

Naive Bayes and
multilayer
Perceptron

(MLP) give good
results for
intrusion
detection.
For IP

classification,
intrusion

detection system
and anomaly

detection, Bayes
Net is used.
Clustering

techniques are
used to detect the
malware and

detect attacks and
signatures in real-

time

The study's
outcome isn't

quantified in any
way.

Another study [11] has proposed an intrusion detection model based on the principle of
Adaptive Boosting. Authors have used 5 weak classifiers, namely KNN, C4.5, MLP, SVM and LDA.
The dataset UNSW-NB15 was used to evaluate the model. The results showed a good accuracy but
the computational cost is completely neglected.

Authors in [13] proposed a cloud intrusion detection system based on Deep Neural Networks
(DNNs) to enhance the accuracy. To measure the effectiveness of the classifier for both binary and
multiclass classification, the dataset CSE-CIC-IDS2018 was selected. The study results have shown
that the models achieved good accuracy, it was 98.97% for binary classification and 98.41% for
multi-class.

In [14] , authors have proposed a hybrid classifier model instead of an individual classifier to
enhance the classification process using deep learning algorithms. They relied on the principle of
stacked generalization to build the hybrid classifier and used the DNN and LSTM models as basic
classifiers and the LR model as a meta-classifier. The proposed model appears to be effective, but in
fact, the researchers ignored the computational cost. Deep learning algorithms are more complex
than machine learning algorithms, so they consume more computational costs. One of the
advantages of the paper is that they evaluated the proposed model on 3 datasets, which are IoT-23,
LITNET-2020 and NetML-2020.

Authors in [15] have used the layering principle to build an effective intrusion detection model.
They proposed a model consisting of two layers. The first layer classifies the data set into two
classes (cyber-attack / normal). The second layer classifies the cyber-attack class into several sub-
classes as well. The study results have shown that the proposed model reached 95% of accuracy.

In contrast to previous studies, the study [16] proposes a simple model. Despite the simplicity
of the model, its performance is good. The model was based on the decision tree algorithm, in
addition to selecting the characteristics and arranging them according to the most important. The
study results have shown that the proposed model reached 96.7% of accuracy.

In [10] , the researchers have evaluated the most popular and used algorithms in recent studies
to build intrusion detection models, which are 12 algorithms using the same environment and the
same datasets (CICIDS-2017, UNSW-NB15, ICS). The study results have shown that machine
learning algorithms performed better results than deep learning algorithms because deep learning
algorithms need huge data sets to train. Also, authors have found that Decision Tree (DT) and
Random Forest (RF) gave the best performance results compared to Naive Bayes.

Authors of the study [17] have used dimension reduction techniques in building intrusion
detection models and compares the two most popular techniques: PCA and SVD. The study applied
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dimensionality reduction techniques with 7 different algorithms to demonstrate their effectiveness in
increasing classification accuracy and reducing the computational cost. It was found that the use of
decision tree with SVD technique for dimension reduction saved computational cost a lot while
maintaining classification accuracy.

When building an intrusion detection model, the study claims that the stage of the pre-
processing dataset, regardless of the algorithm used for classification, has a significant impact on the
result [18] . In this study, authors have conducted two experiments: the first one without pre-
processing the dataset. The second experiment was with care in the pre-processing stage in addition
to reducing the dimensions. In both experiments, 3 different classification algorithms were used.
They found that classification accuracy increased in each of the three classifiers after pre-processing
and dimensionality reduction.

Table 2 discusses the studies related to intrusion detection system. As shown in the table,
studies are compared in terms of dataset used, pre-processing techniques, basic algorithms used for
classification and performance accuracy.

Table 2. A Summary of Studies that Suggested A Classification Approach

Study Dataset Pre-processing
Technique

Machine
Learning
classifier

Computational
cost (Yes/No) Accuracy

[10] CSE-CIC-IDS-
2018

One Hot Encoder
Standard Scaler

MLP-BP
MLP-PSO No

98.97%
(binary

classification)
98.41%

(multi-class)
[6] UNB-CIC CFS Adaboost.M1 No 99.98

[11]
IoT-23

DSAE LR No
99.7

LITNET-2020 100
NetML-2020 100

[12] Power System
Datasets MDI RF No 95.44

[13] UNSW-NB 15 Gini index DT No 96.7

[7]
CICIDS-2017

_

Set of Machine
Learning
techniques No

ML
performed
better results
than Deep
Learning

UNSW-NB15 Deep LearningICS

[14] NSL-KDD PCA

LR

Yes

95
KNN 99
SVM 95
NB 90
DT 99

AdaBoost 97
RF 99

[15]

KDD Cup99

CFS
with PSO

KNN

No

99.8
SVM 99.9
NB 91.4

Kyoto 20062
KNN 99.7
SVM 99.7
NB 99.1

UNSWNB15
KNN 92.8
SVM 92.2
NB 84.7

Based on the comparative analysis shown in Table 2, we observed that the most used datasets
for evaluating models is UNSWNB15 dataset, it gives the highest performance for a model with
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general network traffic. In the case of a hybrid classifier, using the AdaBoost method gives a high
accuracy result.

The majority of studies have ignored the computational cost. Only the study [17] has interested
to enhance the classifier’s accuracy and minimize the computational cost by combining the
dimension reduction technique with different machine learning classifiers.

Therefore, this study proposes a hybrid classifier for intrusion detection system. It combines
Decision Tree (DT) and Linear Regression (LR) techniques with AdaBoost to build a powerful
model for detecting cyber-attacks. PCA method was used to reduce the dimensions, and thus, to
minimize the computational cost, while maintaining the high performance of the model.
3. Methodology

This section discusses the followed methodology for Intrusion detection systems (see Figure 1).
It includes five main phases: dataset selection, data preprocessing, dimension reduction,
classification and evaluation.

Figure 1. The Overall Methodology of Proposed Model
The first phase is the dataset selection. For this study, the dataset UNSW-NB15was selected

datasets to evaluate the proposed model. The second phase is data pre-processing, which includes
Feature Encoding and Feature Standardization. Before moving to the third phase, the dataset was
divided into two sets: training data and test data in a ratio of 80:20. The third phase is dimensions
reduction using Principal Component Analysis. The fourth phase is the classification model. The last
phase is to evaluate the classifier in terms of accuracy. Also, the runtime is used to evaluate the
computational cost. The following subsections describe the methodology phases in detail.

3.1 Dataset Selection
Various datasets are available to the public such as KDD CUP 99, NSL-KDD, power system

ICS cyber-attack dataset and UNSW-NB15 [19]. This study selects the most used dataset to evaluate
the performance of the classifier. Looking at KDD CUP 99, it is considered one of the most used in
this filed, but the study indicates that it is very old as it was generated in 1998, outdated, does not
represent the new network structures and can only perceive a limited number of attacks. For the
same reasons explained previously in KDD CUP 99, NSL-KDD was not selected. Compared to
UNSW-NB15, power system ICS cyber-attack dataset has a higher attack rate than normal behavior
instances. The study [10] shows that the effectiveness of machine learning techniques on the
general-purpose network dataset such as UNSW-NB15 is better than its performance on the ICS
cyber-attack dataset. Therefore, the dataset UNSW-NB15 was selected.

The dataset UNSW-NB15 is a publicly available dataset which includes modern real activities
and compound attack activities. It was generated in 2015 with a duration of 31 hours. UNSW-NB15
contains 49 features, which include 2 labelled features [20].
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3.2 Data Preprocessing
It consists in preparing the data before its use. Pre-processing is the process of converting data

into more organized and understandable data. This process increases the classification accuracy and
effectiveness. Two main stages are needed for this process: Feature Encoding and Feature
Standardization.

Feature Encoding: machine learning algorithm only deals with numbers, so some features that
contain letters or symbols must be converted into numbers to deal with the classifiers easily. The
features needed to be encrypted are srcip, dstip, proto, state, attack_cat and service.

Feature Standardization: it places all variables in a specific range to facilitate comparison and
classification. This is done in one of two ways: Standardization or Normalization. Normalization
means shifting and re-scaling values so that they are in the range between 0 and 1. This study adopts
the standardization technique for feature scaling. According to the study [15] , the use of the
Standardization method gives higher accuracy of the model. Equation (1) shows the method for
calculating Feature Standardization:

X' = x −mean(x)/σ (1)
Where;
- �: is the feature values in the dataset.
- ���� � : is the mean of the feature values.
- �: is the standard deviation.

3.3 Dimension Reduction
This study aims to build a classifier with high accuracy and low computational cost. So, it is

crucial to reduce the dimensions in order to improve the computational cost [21]. PCA was used to
reduce the size of the dataset. The statistical method was used for dimensionality reduction in high
dimensional data without losing any important information [22]. It converts data from n-dimensions
to K-dimensions (n > k).

Principal Components are the dimensions in which there is the most variance and the data is the
most scattered. PCA is a linear transformation that places the dataset in new coordinates by finding
the most significant variance in the first coordinate. Then the coordinates are formed perpendicular
to the last and have less variance. Using Principal Components, the complexity of the original
dataset can be approximated. All Principal Components are called Eigenvectors and have
Eigenvalues, which mean the amount of variance in the data in that vector. Therefore, the
Eigenvectors with the highest Eigenvalues are the first Principal Component [23].

3.4 Classification
To build a classifier from several classifiers (machine learning algorithms), we need a way to

combine these different classifiers. Several methods exist to ensemble different classifiers [24]. Two
main methods are used; averaging and boosting methods [25].

Averaging methods depend on the principle of training each classifier independently and then
averaging their predictions.

Boosting methods are based on the principle of training all classifiers in a sequential manner
and reducing bias in the final classification. It aims to build a powerful model from several weak
models.

In this study, the AdaBoost method was adapted and it belongs to the boosting methods. Two
machine learning algorithms have been presented for use as weak classifiers in the proposed model:
Linear Regression (LR) and Decision Tree (DT). They were selected based on two scales, namely
accuracy and runtime, according to the study of [10] and [17]. The AdaBoost method is based on the
principle of constructing a strong classifier from several weak classifiers [26] . It works in a
sequential manner. The first classifier is trained, then the second. Then it combines the predictions
of all the classifiers by voting to get the final prediction.

All samples in the original dataset (training data) are given weights. The Initial weight of each
example is 1/n. After training the first algorithm on the original dataset, all the weights of the
examples are individually modified so that the weights of the incorrectly classified examples
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increase. To make it easier for the following classifier to focus on this high-weight (difficult to
classify) examples. We train the second algorithm on the updated weights dataset. The sequential
training process continues until it reaches the second and final classifier in the proposed model.
Then, we combine the classifier’ predictions with the voting method to produce the final prediction.
The proposal model is shown in Figure 2.

Figure 2. The Proposed Model

3.5 Model Evaluation
In this phase, we evaluate the performance of the model using different measures: Confusion

Matrix, Accuracy, Precision, Recall, and F1 Score [27] . To measure the computational cost of the
classifier, the run time was calculated.

3.5.1 Confusion Matrix
A confusion Matrix is not a measure in itself, but all performance measures depend on it and its

components. The Confusion Matrix is simply a table with two dimensions. The columns in the table
represent the actual classifications, and the rows in the table represent predictions. The table
includes Four classes in both dimensions. These four terms represent the components of confusion
matrices on which all performance measures depend (see Table 3).

Table 3.Components of Confusion Matrices
Actual

Positive Negative

Pr
ed
ic
te
d

N
eg
at
iv
e

Po
si
tiv
e

TP FP

FN TN

3.5.2 Accuracy Evaluation
This section describes the different measures used to evaluate the classifier. The measures

include: accuracy, precision, recall and F1-score which represent the classifiers output with desirable
representation for purposes.

The accuracy is the number of adjust predictions for the model partitioned by all predictions. It
is calculated by the following formula (see Equation (2)):

Acc =
TP+ TN

Total of instances
(2)

The precision is the number of correct positive expectations of the model partitioned by the
positive expectations. It is defined as follows (see Equation (3)):
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P =
TP

TP+ FP (3)
The recall is defined by the number of adjust positive expectations of the model partitioned by

all positive examples in the dataset. It is defined as follows (see Equation (4)):

R =
TP

TP+ FP (4)
The F-score calculates the adjust between Precision and Recall. It considers false positives and

false negatives. It is defined as follows (see Equation (5)):

F1 = 2 ∗
P ∗ R
P + R (5)

4. Results and Discussion
In this section, we review the implementation details of the model. The implementation includes

5 stages which are: (i) reviewing and analyzing the dataset, (ii) pre-processing the dataset, (iii)
applying PCA to reduce dimensions, (iv) building the model and (v) testing and evaluating the
classifier.

4.1 Implementation Details
This study was implemented using the Jupyter Notebook platform, which is a platform that

provides a working environment for the implementation and development of artificial intelligence
applications. The programming language used to write code is Python, and using some machine
learning libraries such as Scikit-learn and some other libraries to modify and manipulate raw data
such as Pandas and NumPy libraries. The working environment used to implement the model is a
Windows 10 PC with a Core i7 processor at 2.39 GHz and 8 GB RAM.

4.2 Implementation Steps

4.2.1 Dataset Exploration
This study uses the dataset UNSW-NB15. The dataset records were divided into four CSV files

named UNSW-NB15_1, UNSW-NB15_2, UNSW-NB15_3 and UNSW-NB15_4. The size of the
dataset is 2.540.044 records. The dataset contains 49 features, including the attack_cat feature to
specify class label, it has binary values 0 for normal and 1 for attack.

The research study aims to minimize the features to 35. It deletes some unnecessary features;
features that have a high correlation and the attack_cat feature, because the study is based on binary
classification. It is, also, important to deal with null values before the pre-processing stage, as they
affect the performance of the classifier and give unrealistic results. Several methods exist to deal
with null values, the most popular methods are: (i) delete instances of null values, (ii) replace
instances with the average value, (iii) replace instances with the majority value and (iv) replace
instances with zero. According to the study [15] , replacing the null values with zero is the best
method which gives a higher accuracy for the performance of the classifier [15] . Table 4 shows a
description of the used dataset UNSW-NB15.

Table 4. Dataset Description

Dataset Size # of features before
preprocessing

# of features after
preprocessing

UNSW-NB15 2.540,044 49 35

4.2.2 Data Preprocessing
It consists of making data tidy, clear, understandable and usable. The field of machine learning

needs to change raw data into data that the machine can understand and deal with it.
For this study, the preprocessing included two stages: (i) feature encoding, (ii) feature

balancing.
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Feature Encoding means converting feature values that contain words into numbers to make it
easier for machine learning algorithms to handle. While Feature Balancing means making all feature
values in the same range.

The two most popular Feature Encoding methods are One Hot Encoding and Label Encoding
[12].

- One Hot Encoding assigns to each category a vector of size n, when n defines the number of
groups in the feature, containing 1 to denote the presence of the feature and the rest 0.

- Label Encoding assigns a numerical label to each category. If the number of categories in the
feature is n, then the numerical label will start from 0 to N-1.

Figure 3 shows the difference between One Hot Encoding and Label Encoding methods, in an
example of state feature encoding.

Figure 3. Difference between Label Encoding and One Hot Encoding
As it becomes clear, encoding using One Hot Encoding will increase the features, thus slow

down the classification process and raise the computational cost of the proposed model. Therefore,
Label Encoding was used in our study. In the dataset, there are 3 features that need to be encoded:
proto, state and service. The encoding process was carried out using the Label Encoder from the
scikit-learn library.

The second stage is feature scaling, which places features in the same distribution or same
range. All features must be in the same range to give accurate results for the model.

The two most popular methods to feature scaling are normalization and standardization [15]:
- Standardization means rescaling all features so that it has a mean of 0 and a standard

deviation of 1, as defined in equation (1).
- Normalization means rescaling all features to be in a specified range, usually between 0 and 1,

as defined in equation (1).
In this study, the features were scaled using the standardization approach because it gives

higher accurate results in binary classification. The StandardScaler class is used to rescale the
features in the dataset.

After the pre-processing stage, we divide the dataset into a training set and a testing set in a
ratio of 20:80. The dataset was divided before applying PCA to give more accurate and realistic
results for the performance of the proposed classifier.

4.2.3 Principal Component Analysis (PCA)
It analyzes data that contains descriptions of objects through several dependent and

quantitatively correlated variables. As mention in [23] , this method aims to: (i) extract the
significant data, (ii) minimize the dimensions, (iii) simplify the data in a descriptive way and (iv)
describe the structure of the objects and attributes of the dataset.
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This study uses PCA method to minimize the size of the dataset and thus minimize the cost of
the classifier. It divides the dataset into a training set and a testing set, before reducing the
dimensions, to avoid getting false and inaccurate results.

4.2.4 Model Building
To build the intrusion detection’s classifier with high performance and low computational cost,

we are based on the meta_classifier AdaBoosting, the Decision Tree (DT) and Linear Regression
(LR) as basic classifiers. The concept of AdaBoosting helps us to build an effective model from
several others. It adopts a successive training method to take the advantage of each weak classifier.
The basic classifiers of the proposed model are DT and LR, which are simple algorithms, therefore,
they do not need a high computational cost, but they have a relatively good performance at the same
time, so they were used as basic classifiers. Figure 4 shows the model’s framework.

Figure 4. The Model’s Framework

4.2.5 Results
We evaluate the effectiveness of the model compared to some of the discussed models in the

related works. It was compared individually with three classifiers such as Decision Tree (DT),
Support Vector Machine (SVM) and Logistic Regression (LR).

This study opts a binary classification 0 for normal and 1 for attack. The experiment included
several stages, namely exploring the dataset to clean it, engineering the features and deleting the
high correlation and unnecessary features of the classification process, pre-processing the dataset
(Encoding and Scaling the features), and finally building the classifier. Decision Tree (DT) and
Linear Regression (LR) were the basic classifiers and AdaBoosting was a meta-classifier.

To evaluate the model for binary classification, the study uses six metrics which are confusion
matrix, accuracy, precision, recall, F1-score and run time.

Confusion matrix: the output is presented as true positives, true negatives, false positives and
false negatives. Figure 5 shows the results of confusion matrix using PCA method to reduce the
dimensions.

Dimension Reduction

Principal Component
Analysis technique (from

35 features to 23)

Model building

Combine DT and LR with
AdaBoost

Model Evaluation

- Fitting training set
- Predicting testing data
- Evaluating performance

Dataset Exploration

Reading the dataset

Dealing with Null Values
and Engineering Features

Dataset Pre-processing
Encoding Features (using

Label Encoding)

Scaling Features (using
Standardization)

Dataset Splitting (ratio of
80:20)

Training set

Testing set
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Figure 5. Confusion Matrix with PCA Method
Accuracy evaluation: various measures were used to evaluate the model. These parameters

represent the classifiers output with desirable representation for different purposes. Table 5 shows
the results of the binary classification.

Table 5. Classification Report
Class Precision Recall F1-score Support
Normal 0.99 0.99 0.99 443690
Attack 0.96 0.96 0.96 64320

macro avg 0.98 0.98 0.98 508010
weighted avg 0.99 0.99 0.99 508010

Accuracy: 0.99004

To make sure that the PCA method achieves the desired goal, the same experiment was applied,
but without applying the PCA principle. Figure 6 shows the results of confusion matrix and Table 6
shows the obtained results without applying the PCA principle to the dataset.

Figure 6. Confusion matrix without PCA method

Table 6. Classification Report of the Model
Model Accuracy Precision Recall F1-score Run time (ms)

with PCA 99% 98% 98% 98% 353
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without
PCA 99.4% 99% 99% 99% 686

Since the classifier is based on Decision Tree and Linear Regression, two additional
experiments were made: First, each classifier is evaluated separately. Second, the model is
compared with one of the most used algorithms in this field, which is the Support Vector Machine
(SVM) [17], [18]. Table 7 shows the results using the same processed dataset, the same
preprocessing steps and the PCA method to reduce the dimensions.

Table 7. Performance scores for Each Classifier
Classifier accuracy precision recall f1-score

LR 98.2% 95% 97% 96%
DT 98.6% 96% 99% 97%
SVM 98.3% 95% 98% 96%

Figure 7 shows the performance of each classifier compared to the others classifiers (DT, LR
and SVM).

Figure 7. Comparison of the Performance Scores for the Classifiers

According to the results above, we observed that the result of the experiment was very
interested, as the accuracy reached 99%.

In the proposed model, the PCA method was used to minimize the dimensions in order to
minimize cost, as it reduced the number of features from 35 features to 23 features. The model
succeeded in reducing the computational cost while maintaining the high performance of the model,
as the runtime was reduced by half after applying PCA, while the accuracy maintained the same
percentage, which is 99% (see Table 8).

The comparison was carried out in the same environment, the same selected dataset and with
the same pre-processing steps. All the classifiers in general gave relatively good results and this is
due to the preprocessing steps followed in the proposed model. Compared to DT, LR and SVM
classifiers, the performance of our model is the best. Removal of unnecessary features and high
correlation features in the feature engineering phase had an effective effect on the classification
process as it reduced complexity. Also, encoding the features using the label encoding method
preserved the features’ number and did not affect the complexity. Choosing a standardization
approach in the feature balancing process improved the model's performance.

In [9] , the model showed an accuracy of 96.7% and used the same selected dataset, while our
model achieved good accuracy of 99%. The hybrid model has a very high performance and low
computational cost, unlike models that have a very high complexity, where a large number of
algorithms are used as base classifiers and completely ignore the computational cost.

The techniques used for feature engineering, encoding and scaling features made a big
difference in simplifying the classification process, and thus the model's performance results.
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Therefore, this must be considered and the best techniques should be chosen. Therefore, to obtain
the best performance of the model, the dataset must be processed well.
5. Conclusion and Future Works

This paper studied the integration of artificial intelligence (AI) into the cybersecurity
infrastructure. AI was used for many tasks in cyber security such as; Network protection, Endpoint
protection, Application security and Suspect user behaviour. In addition, many applications based on
AI exist in cybersecurity, the most important are: network intrusion detection and prevention, fraud
detection, etc.

This study proposed a hybrid model to enhance the accuracy and minimize the cost for
detecting cyber-attacks. It combines Decision Tree and Linear Regression classifiers using
AdaBoost as a meta-classifier. For model’ evaluation, we used the dataset UNSW-NB15, the latest
and most realistic datasets for network traffic. To reduce the cost, the method PCA is applied and
succeeded in reducing the run time by half while maintaining the accuracy of the model. The model
was evaluated and compared with the classifiers DT, LR and SVM using the metrics confusion
matrix, accuracy, precision, recall, F-score, and runtime. The study results have shown that the
performance of the proposed model is better. In addition, the quality of the pre-processing and
feature engineering stages using optimum technologies in order to simplify the dataset helps in
improving the classification process, thus improving the model effectiveness.

In the future, we aim to evaluate the performance of the model with other datasets such as KDD
CUP 99, NSL-KDD and power system ICS cyber-attack. To more reduce the computational cost of
the model, AdaBoost can be replaced by voting as a combination method between DT and LR. The
phases of pre-processing, feature engineering and dimensionality reduction achieved the desired
results. Therefore, it can be applied with other hybrid models and also with simple classifiers to
increase accuracy and reduce computational cost.
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