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Abstract

This research proposes a new model for analyzing and correcting
non-schedulable partitions in real-time multiprocessor systems,
specifically in the context of fault tolerance in distributed networks.
The need for such a model arises from current techniques for
correcting non-schedulable partitions that must be revised and
repartitioning all tasks across processors. The proposed model is
based on intelligent agents and implemented using the JADE
platform. The model consists of (1) a supervisor agent in the first
layer that distributes tasks and manages system correction when a
non-schedulable partition is detected; and (2) a second layer
composed of partition agents that analyze schedulability, request
corrections, and negotiate with the supervisor for additional tasks to
correct the entire system. The effectiveness of the proposed model
is demonstrated through a case study. Quantitative analysis shows
that the proposed model improves fault tolerance in distributed
systems and has the potential for further enhancement by adding
communicative tasks, heterogeneous processors, and other
improvements.

Keywords: Real-Time System, Scheduling Analysis and
Correction, Fault Tolerance, Multi-Agent System, JADE

1. Introduction
With the rapid development of technology and the multiplicity of smart devices and

applications, it has become necessary for most of them to be compatible with Real-Time Systems
(RTS). RTS has been deployed in fields such as industrial, health, automobiles, avionics, etc.

RTS has a significant constraint, and breaching this constraint leads to failure. This constraint is
known as the deadline. Any task must be completed before its deadline [31]. Before deploying the
RTRT application on the architecture, the designer must ensure that the system will be scheduled
without issues and that all tasks will meet their corresponding deadlines. To do that, it is crucial to
analyze the system and correct all the failures early. The analysis depends on two major factors: the
application type and the architecture used. We distinguish two types of architecture. First, single-
processor architecture is the most widely used in the literature [19], [15], where optimal scheduling
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algorithms exist for all possible types of system applications. Second, multiprocessor architecture is
based on the distribution of the application tasks over the available processors. This problem, known
as an NP-Hard [16], has caught the attention of researchers over the past two decades, and the
results continue to improve [17], [11]. There are two types of multiprocessor scheduling. The first is
global scheduling, which allows all jobs to continue running on any available processor. However, it
is crucial to consider the cost of migration and preemption [4], [22].

Lowering the costs of preemption and migration is at the core of the second type of
multiprocessor scheduling, namely the partitioned family [30]. In fact, during the assignation stage,
the tasks are dispersed among the processors. Each partition is treated as a single-processor
scheduling issue to take advantage of the current optimal scheduling policy [20]. To guarantee the
feasibility of the RTS, a scheduling analysis of all partitions is then performed.

The scheduling analysis is approached in the literature using various strategies to safeguard the
RTS from errors. The formal method, in particular, presents the most secure scheduling analysis
method.

In practice, the system's characteristics and the attributes that need to be verified determine
which formal technique is most appropriate. For scheduling analysis, we distinguish between two
primary approaches: analytical and model-checking techniques [21].

Analytical verification offers algorithms with polynomial complexity for task scheduling
verification of a group of tasks, in contrast to model-checking approaches [24]. Compared to other
procedures, the analysis's results are delivered quite soon. This explains why this approach is so
prevalent in practice.

Nevertheless, despite the wealth of research conducted in this area, the suggested schedule
partitioning methods frequently have different issues. The probability of non-schedulability is most
frequently increased by the failure to provide a suitable partitioning solution from the first
assignment iteration. In reality, the partitioner is requested for a second regeneration from an
exponential number of viable partitioning solutions to fix the schedulability. Correcting non-
schedulable partitions is, in fact, an expensive process.

To lower the rising expense of regeneration, attempting to correct the solution under
consideration is compelling. As a classical solution for reduced problem complexity, the designer
relies on their knowledge to re-assign some tasks to correct the schedulability. However, a complex
system presents the challenge of producing a new autonomous scheduling analysis method that can
conduct analysis and decide to correct the schedulability locally. Should all the correction attempts
fail, the partitioner would be contacted to regenerate a new partitioning.

The Multi-Agent Systems (MAS) paradigm is among the most relevant approaches toward
analyzing a system's behaviours and making decisions to achieve a specific goal. Thus, as our main
objective in this paper, we use a MAS model for the scheduling analysis and correction of RTS.

The main contribution of this study is introducing a multi-agent system (MAS) model that
employs intelligent, cooperative agents to analyze the schedulability of various partitions and rectify
any non-schedulable partitions. The Contract Net protocol is used for agent communication, and the
correction process involves calculating the CPU's utilization bound.

The rest of the manuscript is organized as follows: Section 2 presents a literature review of
available MAS platforms. Next, the suggested MAS model for RTS scheduling analysis and
correction is given in section 3. The focus of this paper is on periodic independent tasks. After that,
section 4 provides an in-depth presentation of the case study, the implementation requirements, and
the ability of the suggested technique to correct all the mentioned non-schedulable partitions.
Section 5 presents the conclusion and provides suggestions for future research work.
2. Literature Review
2.1 Multi-Agent Systems

A multi-agent system (MAS) is a group of autonomous agents interacting with each other and
their surroundings [33], [2]. An agent is a self-contained, intentional software entity that can
communicate with other agents through an information exchange such as messages. Agents work
together to achieve a specific goal by performing activities. They can decide collaboratively on the
most appropriate aim and then perform tasks related to their shared goal.
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The MAS comprises an environment, various objects and agents, their relationships, and a set
of actions these components can perform. The set of actions must be able to alter the environment
and exert control over the rest of the components. These systems are utilized in a variety of fields,
notably simulations. They offer the ability to create artificial environments to test theories about
specific behaviours (e.g. Real-Time Systems modelling and simulation [8]).

Agent-oriented systems can be developed using a variety of approaches and methodologies [12].
These contain a set of strategies and recommendations for developing such systems in a systematic
and coordinated manner. Several agent-oriented systems are Model Driven Engineering (MDE)
based and come with toolkits.

According to their focus, these approaches can be divided into three categories [14]. The first
category comprises multi-agent system methodologies, which focus on each agent individually,
considering the point of view of the collective system. The agent's role and its impacts on the system
are discussed in [29].

The second category comprises requirement-driven methodologies, which focus on eliciting
requirements using structured development methods appropriate to those used in the programming
paradigm [7].

The third category comprises agent-oriented methodologies, representing the difficulties that
need to be solved in the systems. These difficulties are resolved by extending notions from an
object-oriented approach and applying them to the context of Multi-Agents Systems [28], [34].

However, our primary goal is to analyze the behaviour of task partitions. We do not use the
MAS for scheduling. Thus, we will draw from the results of existing work to present the different
platforms, interaction methods, and communication protocols used.

Kravari and Bassiliades proposed a survey paper in [23]. This work presents a list of 24 agents'
platforms, most importantly AGLOBE [32], AnyLogic [5], Cougaar [18], CybelePro [26],
Repast[27], Jade [3] and Jadex [6].

Hence, we present in Table. 1 A comparison of the platforms based on the programming
languages, communication network, standard protocols compatibility, adopted interaction method,
agent architecture, cost, and popularity.

2.2 MAS and RTS Scheduling Analysis
In recent years, several works have addressed the problem of RTS scheduling. The existing

works have focused on modelling scheduling algorithms with MAS models. Each running task is
presented with an agent, and the cooperation between the agents must respect the modelled
algorithm. However, these works mainly focus on local scheduling, and the developed platforms are
tested through different RTS applications. For instance, in [9], the authors presented a platform that
supports scheduling algorithms such as RMRM, FCFS, and EDF.

Similarly, in [13], the authors used a MAS simulator called Marzhin to simulate scheduling a
set of real-time tasks executed on a single given processor. While these works address scheduling
analysis, they operate at a lower level of abstraction than scheduling analysis and correction. In this
article, we propose a new scheduling analysis and correction model based on the MAS model. The
aim is to benefit from the behaviour of autonomous agents and the cooperation between agents for
possible system corrections. To the best of our knowledge, no existing MAS model was developed
for RTS scheduling analysis and correction. While recent work has been presented in [25] to
propose a possible RTS scheduling analysis and correction model, it was only a theoretical
description of the model. Many components were discarded to describe the agents adequately.
Hence, we are motivated in this article to develop and implement a new model with all the necessary
components using the JADE platform. While existing works have some advantages in modelling
scheduling algorithms, they can only perform system corrections with costly repartitioning. Our
proposed approach aims to overcome this limitation and improve the scheduling analysis and
correction process for RTS.
3. Intelligent Agents Model for RTS Scheduling Analysis and Correction

This section presents the proposed MAS model for the partitioned multiprocessor RTS
scheduling analysis and correction. We begin by presenting the model architecture, which identifies
all of the model's components. Next, we provide a specification of the environment and the
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intelligent agents used. Specifically, we detail the various types of agents and their corresponding
behaviours. Finally, we describe how the agents communicate with each other and their actions on
the environment to correct non-schedulable partitions.

Table 1. Platforms Comparison
Platform Programming Commun. Inter. Agents Cost Populari

ty
Language network method arch.

And proto-
Cols stand.
compatibility

AGLOBE
[32]

Java
Partially FIPA
(ACL), GIS

ACL hybrid Free Medium

AnyLogic
[5]

Java GIS, 3D capa-
abilities Messages Cognitive

AnyLogic
advanced

Ad-
$6,199 Medium

UML-
RTRT (UML
for real-time)

Professional
$15,800,
University
Researcher
License

$3,500, Educa-
National Licenses

$485

Cougar
[18]

Java unspecified

Cougar
Message
Transport
Service
(MTS)

Cognitive Free Low

CybelePro
[26]

Java unspecified Messages Cognitive
Commercial $1000-
$4000, Academic

$600-$2400
Low

Repast
[27]

Java, C++ FIPA Messages Free Medium

Jade [3] Java FIPA,CORBA Messages

Reactive,
Cogniti
ve,

Hybrid

Free
High
(most
popular)

Jadex [6]
Java (plus use
of XML)

FIPA Messages
Cognitive
(BDI)

Free High

3.1 Proposed Model
Figure 1 depicts the proposed intelligent agent model for the scheduling analysis and correction

of partitioned real-time systems using the JADE platform. The model is composed of two main parts.
The first part is the environment, which defines the real-time system under consideration, including
task characteristics and the various partitions. The second part is the agent network, which defines
the different intelligent agents, their behaviours, and the communication protocol utilized. In the
following sections, we describe each component of the model in greater detail.
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3.2 Environment
A partitioned multiprocessor RTS can be defined using the following quadruplets:
RTS = ⟨ Task, Proc, Alloc, Prec⟩ (1)
With:
•Task: defines a set of n tasks {T1, ... ,Tn}, where each task, Ti ∈ Task, is defined with the set

Ti= ⟨ Ri, Pi, Di,Ci⟩ :
Ri: Ti’s first arrival time,
Pi: Ti’s activation period,
Di: Ti’s deadline.
Ci: Ti’s worst execution time.
•Proc: a set of m identical processors: {Proc1, …, Procm}
•Alloc: defines the n tasks’ distribution over the m processors.
Alloc: Task × Proc → 0; 1 (2)

(Ti; Procj) →
0: The task Ti is not allocated to the proc Procj
1: The task Ti is allocated to the proc Procj

•Prec: defines the tasks’ precedence relationships.
Proc: Task × Task → 0; 1 (3)

(Ti; Tj) →
0: The task Ti does not precede the task Tj

1: The task Ti precede Tj
All the necessary data concerning the tasks, the allocation, and the precedence are recovered

from a partitioner tool as input.
We have used the JADE platform to implement the RTS as an environment for the proposed

agent model. Indeed, to specify the environment with JADE, we proposed a Java class called input
describing the RTS, including the tasks' specifications, the CPUs, the tasks' precedence, and
allocation descriptions.

Figure 1. Proposed Intelligent Agents Model for RTS Scheduling Analysis and Correction

3.3 Intelligent Agent Specification
In the proposed model, we have relied on the multi-agent system to achieve this system's

advantages and benefit from its qualitative services. As shown in Figure 1, we proposed two types of
agents: agent supervisor and partition agent.

For an RTS, one Agent supervisor and m partition agents will be created. The setting operation
of the agents is conducted based on the specified environment. Based on the Alloc description, the
supervisor agent distributes the tasks over the partition agents to configure their settings.
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Once the agent partition setting is completed, scheduling analysis behaviour is initiated to
check the processor's ability and receive the allocated tasks' load.

At the end of the analysis, the agent notifies the supervisor if a non-schedulable task is detected
by sending the needed load to release to correct the schedulability. Otherwise, no notification is
required, and the agent keeps the information about the available processor load in case a proposal
from the supervisor is received for a possible new task allocation.

When the supervisor receives a request, a proposal is sent to the partition agents who have no
requests to check their ability to receive a new task's load.

Each partition agent answers the supervisor's request after a new scheduling analysis with an
acceptance or a rejection. After that, the supervisor makes a deal with the agent representing the best
fit for the requested load, and then a repartitioning action is performed on the environment.

To summarize, all requests are answered so that the RTS schedulability is corrected and it is
safe to deploy the application on the architecture. Otherwise, the system is declared non-schedulable,
and a new design iteration is recommended.

In the following section, we define the behaviour of the leading agents.

3.3.1 Partition Agent Behaviours
Once the partition queue is initialized from the supervisor agent, each partition agent defines

four behaviours to start: scheduling analysis behaviour, correction request behaviour, receiving
proposal behaviour, and sending response behaviour.

•Scheduling analysis behaviour: This behaviour can analyze the schedulability of the allocated
tasks on the CPU. This behaviour runs during the creation of the initial partition or to check the
capacity to receive an additional task.

The proposed agent can analyze the schedulability of independent periodic tasks. This analysis
is based on the equation defined by Liu and Layland [24] (eq. 5). The analysis is based on the CPU's
ability to hold the workloads of all its partitions. This problem is known as a bin-packing [10]
problem, and the proposed equation (eq. 5) is proved optimal for the periodic independent tasks.
Therefore, each partition (eq. 4) is analyzed as a single processor.

Let Procj ∈ Proc, the tasks’ partition of Procj called Part(Procj) is defined as follows:
Part(Procj) = {∀Ti ∈ Task; Alloc(Ti; Procj) = 1}(4)

U Procj = Ti∈Part(Procj)
Ci
Pi
≤ 1� (5)

Three possible results can be reached from the analysis:
U (Procj) < 1: The partition is schedulable and able to receive more tasks with a load up to

(1 − (U(Procj)).
U (Procj) = 1: The partition is schedulable with no space to receive additional tasks.
U (Procj) > 1 : The partition is non-schedulable. Otherwise, it can be fixed if the exceeded

load (U (Procj) − 1) is released and taken by another partition. This load can be specified with one
task or a set of tasks. Thus, a request for correction is required, and the second behaviour, the
Correction request behaviour, is then called to run.

This behaviour is called for each proposal from the supervisor agent for possible addition of
tasks to proceed with a system correction.

•Correction request behaviour: This behaviour is called if a non-schedulable partition is
detected. This behaviour is composed of two steps. First, the partition task queue is sorted from
highest to lowest load. Second, the candidate tasks are selected for release to correct the
schedulability. Based on multiple extensive experiments, we are convinced that fewer load tasks are
more likely to be accepted for scheduling on other partitions. Thus, the current behaviour defines the
set of tasks to be released and then requested by the supervisor agent to find available space on the
other schedulable partitions.

Sending the request causes the tasks to be removed from the partition’s queue and added to the
supervisor’s queue.
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•Receiving proposal behaviour: According to the Foundation of Intelligent Physical Agents
(FIPA) standard [1], an agent is the primary actor in an area. It can combine various service
capabilities to produce an integrated and unified operational model, including access to external
software, human users, and communications networks.

The FIPA standards cover Agent Communication Language (ACL) messages, message
exchange interaction protocols, speech act theory-based communicative actions, and content
language representations. JADE includes the FIPA protocol, and the communications are designed
with the ACL. The object produced from the agent transparency class is used to implement inter-
agent communication. It chooses the optimum path and balances message semantics and format to
facilitate their exchanges. All messages follow the ACL requirements, including:

(1) Message source and communicative intention (“performativity”);
(2) Message content, language, conversation IDID, and ontology.
The receiving proposal behaviour consists of receiving the supervisor agent ’ s proposal to

receive an additional task. Its main instructions are:
(1) Call for scheduling analysis behaviour to verify its capability to receive the additional task;
(2) Prepare the response message to the supervisor agent of accepting or declining the proposal.

If it accepts, it must also send the remaining remaining space. Thus, the sending decision behaviour
is called.

•Sending decision behaviour: This behaviour aims to send the prepared message to the
supervisor agent to inform it of the possible state of the partition if the requested task is added to the
queue of the partition.

3.3.2 Supervisor Agent Behaviours
The supervisor agent is initially responsible for distributing the tasks to the different partitions

and then receiving requests from non-schedulable agent partitions. After that, the supervisor agent
sends proposals to other agents, negotiates and makes decisions for the scheduling correction. To do
this, two main behaviours are proposed:

•Receiving request and sending proposal behaviour: This behaviour starts once a correction
request behaviour from a partitioning agent is executed. A message is received containing the tasks
requiring a new reassignment. The first action is the update the supervisor's queue by adding the
received tasks. After that, the supervisor prepares a message describing a proposal of partition
agents corresponding to the task at the head of the queue. Finally, a request is sent to the destinations.
This behaviour is repeated until all tasks in the queue have been processed.

•Negotiation behaviour: The role of this behaviour is to receive the decisions of the agent
partitions. Once all the decisions have been collected, the agent sorts all the remaining available
spaces received from least to highest and selects the highest. In fact, because of this, the agent
ensures the selection based on the most suitable algorithm, thereby improving the possibility of re-
assigning more tasks in future proposals. This action presents the best-fit implementation to assign
the tasks and maintain the highest remaining space to receive additional tasks.

After that, the agent sends a confirmation message to the corresponding partition agent and
updates its queue before moving on to the next task.
4. Case Study

To evaluate the effectiveness of the proposed model, we consider the same RTS described in
[25] to show that our model can obtain the same theoretical results. First, we present the description
of the RTS environment. Next, we describe how our model is executed to analyze the schedulability.
Finally, we present how the communications between the agents are established to cooperate and
correct the system.

4.1 Environment Description

In Table 2, we consider fifteen independent tasks with a deadline on request (Pi = Di ) and a
simultaneous start (Ri = 0) .We consider four identical processors. The initial partitioning is
described in Table 3.
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Table 2. Tasks Description

Table 3. Initial Partitioning
P1 P2 P3 P4
T0 T1 T3 T4
T2 T5 T12 T7
T6 T9 T14 T10
T8 T13 T11

4.2 Model Initialization
Based on the initial partitioning presented in Table 3, a supervisor agent is created, thereby

allowing four agent processor partitions to be created. The supervisor agent then assigns the tasks to
their corresponding processors. The results of this step are presented in Table 4- step 1. At this stage,
the model is initialized, and the scheduling analysis behaviour can be initiated to assess the system's
feasibility.

4.3 Based Model Execution

The partition agents initiate the scheduling analysis process by executing the scheduling
analysis behaviour, which aims to determine the utilization bound of the processor it is assigned to.
The calculation is derived from equation 5. We present the results in Table 4- step 2 to demonstrate
the effectiveness of our experiments' real-time system (RTS).

Upon conducting the initial partitioning scheduling analysis, it was found that processors P2
and P4 were overloaded, while P1 and P3 were deemed schedulable. Consequently, the non-
schedulable tasks were communicated to the supervisor for reassignment, allowing P2 and P4 to
alleviate their workloads. Therefore, the correction request behaviour is run.

The initial step of the correction behaviour involves selecting a set of tasks for reassignment. In
the case of P2 and P4, the tasks T13 and T11 with the lowest workload are sufficient to alleviate the
processors. Consequently, a request is sent to the supervisor to inquire about possible corrections
(Table 4, steps 3-4).

Taskid Pi Ci Taskid Pi Ci Taskid Pi Ci
0 16 3 5 9 4 10 7 2
1 3 1 6 8 3 11 7 1
2 8 1 7 7 3 12 15 3
3 15 8 8 16 2 13 9 1
4 7 2 9 9 2 14 15 1
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Table 4. Output Description- Correction of T11
Steps Actions
1 Supervisor distributes the tasks to the processor agents:

P1: T0, T2, T6, T8
P2: T1, T5, T9, T13
P3: T3, T12, T14
P4: T4, T7, T10, T11

2 Scheduling Analysis results:
P1: schedulable, U= 0.8125
P2: non-schedulable, U=1.1111
P3: schedulable, U=0.8
P4: schedulable, U=1.1429

3 Agent Processor P2 request a correction action
T13 is selected to be re-allocated
Agent Processor P2 sends T13 to the Supervisor Agent

4 Agent Processor P4 request a correction action
T11 is selected to be re-allocated
Agent Processor P4 sends T11 to the Supervisor Agent

5 Supervisor Agent receives request from the Agent Processor P2
Supervisor Agent receives request from the Agent Processor P4

6 Supervisor Agent sends T11 to the Processor Agent P1
Supervisor Agent sends T11 to the Processor Agent P3

7 Agent Processor P1 do a Scheduling Analysis
Agent Processor P3 do a Scheduling Analysis

8 Agent Processor P1 sends a proposal to the Supervisor Agent with U=0.9554
Agent Processor P3 sends a proposal to the Supervisor Agent with U=0.9429

9 Supervisor Agent analyze the received proposal
Supervisor Agent assign T11 to the Agent Processor P1
P1: schedulable, U= 0.9554
P2: non-schedulable, U=1.0
P3: schedulable, U=0.8
P4: schedulable, U=1.0

Once the supervisor agent receives a request, the corresponding task is added to the supervisor’
s queue. Starting at the top of the queue, the supervisor generates a proposal for the partition agents,
who are presented with the schedulable processors that could potentially receive the task. In our
scenario, the supervisor agent sends the tasks T11 to P1 and P3 (Table 4, steps 5-6).

Subsequently, the partition agents perform a scheduling analysis for each received proposal
before formulating a response to the supervisor. Once the examination is completed, the partitioning
agent sends a confirmation to the supervisor, providing the updated utilization bound value. In the
current scenario, the partition agents assigned to processors P1 and P3 submit to the supervisor their
proposals containing the utilization value if it accepts the requested task, which is U=0.9554 and
U=0.9429, respectively. The results are depicted in Table 4, steps 7-8.

The final step entails selecting the best proposal among the responses from the partition agents
and negotiating the optimal offer based on the best-fit algorithm. Specifically, the proposal with the
least available space remaining is chosen. Consequently, this algorithm improves the probability of
assigning subsequent non-schedulable tasks in the supervisor queue to other processors. Finally, the
tasks are assigned to their corresponding partition. In this case, task T11 is assigned to processor P1
and removed from the supervisor queue (Table 4, step 9).
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After finding a new assignment for task T11, the supervisor agent selects task T13, and the
process is repeated. In Table 5, the supervisor sends two requests to the partition agents, P1 and P3.
However, only one proposal from P3 is received because P1 cannot sche2dule the task. Thus, the
supervisor concludes the contract with P1.

Once the supervisor queue has cleared, the system can be declared schedulable. However, if a
request is made without a proposal, the correction action fails, and a new repartitioning is necessary.

Table 5. Output Description- Correction of T13
Steps Actions
10 Supervisor Agent sends T13 to the Processor Agent P1

Supervisor Agent sends T13 to the Processor Agent P3
11 Agent Processor P1 do a Scheduling Analysis

Agent Processor P3 do a Scheduling Analysis
12 Agent Processor P3 sends a proposal to the Supervisor Agent with U=0.9111
13 Supervisor Agent analyze the received proposal

Supervisor Agent assign T13 to the Agent Processor P3
P1: schedulable, U= 0.9554
P2: non-schedulable, U=1.0
P3: schedulable, U=0.911
P4: schedulable, U=1.0

4.4 Discussion
The proposed model for the case study has demonstrated its ability to correct the initial

partitioning without requiring a new repartitioning. This represents a significant improvement over
existing approaches, as our MAS model is the first to provide RTS scheduling analysis and
correction. While [25] has proposed a theoretical model, it needs more critical details. In our work,
we have presented a detailed model that specifies intelligent agents. Specifically, we have described
the agents' architecture, communication protocols, behaviours and objectives. We have also utilized
the Contract Net protocol and implemented our model on the JADE platform. During the validation
process, we tested the model using various types of RTS. Our results revealed that the model's
success depends on the initial partitioning. For balanced partitions, the model can accurately identify
corrective actions. However, for non-balanced partitions and high processor utilization rates, the
model needs help identifying a schedulable solution. This limitation stems from our model's
inability to consider a task as a set of frames and to recommend frame reallocation for system
correction. Thus, we recommend frame-based corrections to improve our model's ability to handle
dependent tasks. At present, saturated systems remains a significant challenge.
5. Conclusions

The scheduling analysis and correction of real-time systems (RTS) at the process level is a
complex and challenging research area with continued development. One of the most commonly
used methods for correcting non-schedulable partitions involves repartitioning tasks among
processors. However, this method is known to be an NP-hard problem, making it a costly solution.
To address this issue, proposing alternative solutions for local corrections on non-schedulable
partitions is a promising approach for reducing the complexity of the process.

This paper proposes a correction approach based on a multi-agent system (MAS) model
consisting of a two-layer model with intelligent, cooperative agents for independent periodic RTS.
The model was implemented using JADE, and we conducted experiments to test its correctness and
limitations. Our results demonstrate that the proposed MAS model efficiently analyzes and corrects
non-schedulable partitions without costly repartitioning. The Contract Net protocol facilitates
effective communication between the agents, while the utilization bound calculation accurately
identifies and corrects non-schedulable partitions.

However, the success of the corrections depends on the quality of the initial partitioning. Our
proposed model achieves its objective if the initial solution is constructed using a balanced
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partitioning algorithm, such as a bin-packing algorithm. However, if the initial partitioning is not
well-balanced, the model may fail, even if potential correction scenarios exist. Furthermore, the
proposed model is restricted to a specific type of RTS, independent periodic tasks. Therefore, we
aim to enhance our model by including dependent tasks, improving our model's ability to correct a
broader range of diverse and complex systems.

Overall, our experiments demonstrate the effectiveness of the proposed MAS model in
correcting non-schedulable partitions in independent periodic RTS. The outcomes of our research
provide a promising approach for future studies to develop models that can address a broader range
of RTS complexities.
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