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Abstract:  Auto-configuration protocols are used
assignment of unique IP addresses to nodes in Bl hoc
networks. Without the assignment of unique IP asieks, service
provisioning between the nodes is not possible hSuotocols
use various heuristics to ensure the uniquenest inddress
assignment; such aspects increase the overall eaityplin
MANET system design. Moreover the overriding rolée 18
address as an ID in Application layer and Locataiouting space
is a bottleneck in future wireless network (FWN) ides
Contemporary FWN research is focusing on ID/Locaplit
concept designs. In this paper we propose an |Rfionchased
architecture for MANETs which also solves auto-égumfation
requirements for MANETs. Our proposed architectisean
adaptation from available ID/Locator split concepfsr
infrastructure oriented networks for usage in MANEdntext.
The designed protocol uses identifiers for nodentifleation,
node discovery and traffic flow between end poiftse protocol
support provision for running contemporary IP orgghservices.
We have also verified various use cases of ourqseqg protocol
through Linux based implementation.

Keywords: Auto-configuration, Mobile adhoc networks,
Robust header compression (ROHC), Private addressM#sgET
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1.

Mobile Ad hoc networks are a special category dfvoeks
exclusively classified on the basis of attributeige |
infrastructure-less-ness and Dynamic topology. Dmuehe
dynamic nature and inherent infrastructure-les$itecture,
solutions developed for configuration and deploymeh
infrastructure oriented networks cannot be direafiplied in
MANETS. Present Internet architecture is dependgn
the usage of IP address as a host identifier ilAgi@ication
Layer and as well as a locator in the routing sps¢ighout
the assignment of unique IP addresses to a hastispmning
of services between hosts is not possible. Theugnigss of
IP addresses is well settled in infrastructure rded
networks; however, Auto-configuration in the conteof
MANET is not a trivial problem due to inherent dyma
characteristics of Mobile ad hoc networks.

Infrastructure based IP address assignment sotutionnot
suffice the need for auto-configuration. Dynamic sHo
Configuration Protocol (DHCP) [1] and its modifiéatm for
IPV6 addressing DHCPV6 [2], rely on the use of caited
servers for ensuring unique IP address assignriSésteless
auto-configuration mechanism for IPY&, initially builds a
link local address and sends this address usinghber
discovery protocol (NDP}o its one hop peef4]. As relying
on a single DHCP server for IP Address configuratio

Introduction

forMANETs will cause a single point of failure in dyn&

MANET topology whereas such a server implementatidh

require multi-hop communication to reach and functi
which is different from infrastructure based netkor
configuration and not supported in the MANET comtex
Moreover, stateless IPV6 auto-configuration is dlased on

exchanging messages by one hop peers and multi-hop

communication is not supported inherently. In orde
ensure the assignment of unique IP addresses in BAN
rigorous studies have been conducted for desigAubd-
configuration protocols. These protocols are basedaried
nature of heuristics. L.Villalbg5], N. Wangi et.al [6] and
H. Zhou et.al [7] have conducted rigorous reviewthe field
of Address auto-configuration and elaborated largmber
of such protocols. In order to emphasize the nededuoh
mechanisms consider Figure 1. which illustratesadyio
behavior and peculiar requirement of address asghin
MANET. Consider the blue network of Figure 1. ifigh
unique addresses are required to be assigned.| Awads
are not at one hop distance so regular infrastredbased
protocols will not work. Suppose if some protocolable to
assign unique addresses to the nodes in quesgarhtiw the
situation will be managed if some nodes leave tHeNHET.

Can the already configured addresses to the nodes b

assigned to any other incoming nodes? Moreover, thew
mechanism will handle the reappearance of nodes.

Figure 1. MANETs dynamic topology

Now consider two MANET clouds in blue and yellow
illustrated in Figure 1, in which nodes have bessigned
distinct IP addresses through some mechanismntde in
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the right network moves to the left and tries tadme the
part of the network then how the mechanism couflienthe

142
Vol. 5, No. 3, December 2013

L. Villalba et al. [13] proposed Distributed dynamihost
configuration protocol (D2HCP). Each node possesses

uniqueness of IP addresses in case there existécatap disjoint set of IP addresses. In case a new nod#ésvia join
addresses in the newly joined network. Although ththe MANET then it initiates MAC based communicatieith
protocols can handle the situations of MANET meggin the nodes available in its radio range. In casenttighbor

partition and assignment of addresses to a newigndd

node has free available addresses it assigns tiheonew

MANET but overall complexity of real MANET system node. In case of non availability of addressestavoré wide

design is considerably increased. Moreover,

additio broadcast for IP address is conducted. Upon rewrepif

control overhead is added. After the assignmet® @fddress available IP addresses the new node is assignedP an

through some underlying auto-configuration mechanike
overriding role of IP address Figure 2. is alsm#léneck in

address. The protocol uses OLSR for node syncraion
and duplicate address detection. Same author g ged

the MANET system design [8]. Therefore, in order t@n extension to D2HCP [14] with network merging [soup.

address issues of auto-configuration as well agrioleg

M. Al-Mistarihi et al. [15] proposed a tree basegdlogy

role of IP address we have designed an ID based- aubriented auto-configuration mechanism. Each noaehezave

configuration protocol. The real motivation behihis work
is not only to design the protocol but also to iempént and
know the practical realization and design challenge
MANET context. Practical realization of our desigrbased
on the usage of WiFi enabled devices [9-10]. Sacto
provides details of recent Auto-configuration pimts.

Moreover some protocols and architectures whichbassed
on ID/Locator Split concept are discussed. SecHogives
the practical considerations of our adaptation oths
concepts. Section 4 is description of protocol glesand
implementation details. Section 5 gives details afr

designed ID based routing mechanism used for enehtb
path discovery and IP Application process flow. tec 6

gives the experimentation details and results aactiéh 7
gives a Qualitative comparison of proposed protosith

present auto-configuration protocols and Secti@or&ludes
the paper.

Host

Host
Use IP address as ID W A ;
Application |;.-_-__________________<, Application
—— J Use IP address as Locator Transport
ransport Fmmmmm——m——————
1 A
Natwark _i_. [ | Network
Data link Data link Data link
A
Physical Physical Physical
L | L |
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Figure 2. Standard Internet Protocol Based routing

2. Related Work

2.1 Auto-configuration Protocols & Architectures

any of three roles which are root node, leader rwwdermal
node. Root node is the main node in the protocaichvh
maintains the records of the leader nodes and #uzress
information in its database and performs tasks etfvark
partitioning and merging. Leader nodes possessidisget
of IP addresses for assignment of IP addressesctiming
nodes. Normal nodes do not have any special fumetkaept
used for routing in case of non-availability of dea in a
particular area. U. Ghosh et.al [16-17] proposedese
named as ID based IP configuration scheme (IDDIPRp
scheme is based on a one way hash function ingtaileach
node prior deployment of MANET. Each node is ¢dpaf
assigning IP address to the incoming node andsaatpoxy
node. Proxy node authenticates the incoming nodeg us
public key cryptography; similarly the incoming reo@lso
authenticates the sanctity of the proxy node in shene
manner. Along with a unique IP address, each nade i
identified by a unique ID tuple i.&node ID, IP address>
Z. Slimane [18] proposed security extension to IPABo-
configuration protocol for MANETS.
A. Abdelmalek et.al [19] proposed security extensiom
MANETconf protocol.

2.2 ID/Locator Based Protocols & Architectures

The overriding role of IP address as an ID as veall
identifier is not only the problem of MANET but the
infrastructure based networks are also facing probdue to
this peculiar attribute and it is a bottleneck le design of
Future Wireless Networks (FWN). Leading network
researchers have provided critique on the ovegidale of
IP address [8]. A number of architectures basedthen
separation or disassociation of the Identifier &odator of
IP address have been proposed and a new field/bbtator
Split Concept has emerged. The basis of such anothies is

There are numerous Auto-configuration protocols fothe seminal paper of I. Stoica etal [20] in whickernet
MANET IP address configuration. Jose Cano Reyeal.et Indirection Infrastructure {) was presented.
[11-12] proposed a blue tooth based Auto-configonat The basic architecture of Is based on rendezvous based

architecture for MANETs known as Easy MANET. Forcommunication. Merriam Webster [21] defines rendesv

configuration of unique IP address the architectetis on
the use of a blue tooth server. The architectwse hinds IP
address with a user photo and it is referred asaViDNS
system. The discovery mechanism works by excharlgbg

as:
“A place appointed for assembling or meeting”

This model and the recent models which follow |

architecture are based on the introduction of &mastructure

messages. The content of the message containsoflist Which performs the role of indirection. A receivamn place a
available MANET members. In case a node finds a nefigger, which is a pair of its address and itstdfeer (id,R)
member the details are downloaded using TCP coiomect into I* infrastructure. The sender can send the datado th

The dependency of the Bluetooth server for conéian
tasks means if there is non-availability of Bludtoserver
then node configuration is not

receiver based upon pair of (id,data). When th&a ds
received by the’lit provides an indirection and sends the

possible.
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data to the receiver. Figure 3. and Figure 4.tilais the of ID based architecture design. An idea of dontaisted
indirection andi model respectively. entity is used in which security and authenticafieatures
are based on identities of users. Due to a newitactbre
current IP based services are required to be neaodit run
on the proposed architecture. Y. Wang et.al [26ppsed to
*_______P_s?_lr_) _________ use IMSI number as identifiers for identity overlay
l Map ID to Locator networks.
J ___Use Locator
JL | [F}
}

SNt 3. Important Design Considerations and

Network

L { } - Challenges
faiailink Data link L UL In order to design an auto-configurable architectior
Physical Physical E "IV"“' Mobile ad hoc networks based on ID/Locator splihczpt
) Li various adaptations and modifications are necessary
Link ink
Border Router

ID/Locator split concept is based on the usagediféction
infrastructure in the form of servers, where asase of
Mobile ad hoc networks infrastructure is not auvaliga
therefore current ID/Locators architecture canmeotlivectly

S ™ applied in MANET context.

Another aspect which is necessary in MANET envirenim

is to provide efficient services. As MANETs are hdc
networks where there are sparse power resources. If
uncompressed data is sent through the nodes thtnibs

of nodes will drain in a drastic manner. To ensffieiency,

Figure 3. ID Locator Based Routing

 TAG INSERTED BY/ RECEIVER compression §chemes for header compressions aneet_tdaq
\ RECEIVER | There are various problems of adopting header cessfn
~—.  (DR) :_--”"/ schemes in MANET which mainly are dynamic topology,
|- WSS node failure and loss of packet and control infdiama
SITERNET MO TON Moreover, these schemes are IP oriented thus ierdal
Figure 4. High Level abstraction of ID/Locator Split make their usage possible nodes should have unique
Concept addresses configured in their interfaces for propeting of

data packets upon change of IP addresses as dontirfiu
compression/decompression  cannot be  guaranteed
[30] — [33]. Moreover, if such a compression scheise
adopted then it will become necessary to compresks a
decompress the IP Packets at every hop which is an
unnecessary processing overhead.

Robust header compression (ROHC) scheme [34] i2 mos

is a part. Hierarchical pqrder gateway routers umed for popular scheme for compression of IP, ESP, RTP &PUD
mapping between Identifiers and locators. Thestersware ,5ckets.  This protocol maintains a context between

referred as Realm Zone Bridging servers (RZBSiompressors and decompresses to recover header
Enhanced MILSA [24] architecture proposes the USHG® jnformation. In dynamic topology of MANETs, if this
composite ID as a combination of human readable agdntext information is lost then the headers caniet
cryptographic ID as a single node identifier. C:I8@t.al. | acovered. We have introduced the use of Robustétea
[25] proposed virtualization architecture based OB ompression (ROHC) [34] in our proposed architefor
ID/Locator split concept. Their proposal introduct® \aNETs context. To the best of our knowledge ROHC i
usage of virtual machines to build the indirectionseq for point to point links like [35-36] and nesign has
infrastructure. HIMALIS (Heterogeneity Inclusion &n paen proposed for adaptation of ROHC in multi-hop
Mobility Adaption through Locator ID Separation New  ~ommunication between end hosts.

Generation Network) [26] approaches the ID/Locatolit  aAnother necessary aspect is that the design musi al
concept by introducing an extra layer between netaod  provision of routing or path selection between guints
transport layer. This layer is the identity subelayThe through the available nodes using ID oriented #echire.
function of this upper layer is to support the &mss

identification for the upper layers. Security featufor the 4. System Design and Implementation

proposed infrastructure are based on asymmetrics. key
Y. Wang et.al [27] proposed an Identifier overlegtvmork In order to implement the architecture we have ehdsnux
(ION) over IP based networks for supporting mohilit Kernel v 3.2.14 Kernel whereas Ubuntu 12.04 [34sed as

P. Martinez-Julia et.al [28] proposed a clean siqiproach the operation system. The development language

MILSA [22-23] Mobility and Multi-homing Identifier
Locator Split Architecture proposes the use of cosite
form of Identifiers. An identifier as per MILSA omposed
of a flat part and one hierarchical part. The flrt
uniquely defines an object within a particular doam&ahe
hierarchical part defines the unique domain forohta user
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is C++ using GCC version 4.6. Figure 5. gives ahHayel
interaction illustration of networking applicatioms Linux.
Linux process space can be divided into two laydser
Space where user applications and other utilities ran.
Kernel space is a space where operating systertidnadike
memory management, scheduling, and device drivikes
core functions are available. There are high 18v@P/UDP
sockets applications in user space to interopevateveen
networking applications e.g. VOIP clients, Chat greoms,

FTP, HTTP etc. and the Kernel protocol stack. Tisesdkets
the end pointthe unique assignment is done privately at the riedel

are used for connectivity between
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4.2 Sub Systems of ID Based Protocol Architecture

4.2.1 Private Address Map

Linux system gives provision such that a node aarfigure
virtual Ethernet locally and can privately assignAddresses

| to the virtual interfaces. The same provision isdug our
design and a single node can configure a humberioite
IP addresses for other nodes in MANET. A node will
instantiate a virtual interface and can assigniguanprivate
address for the node for which it requires commation. As

A. Tudzarov et. al [38] elucidated the end-end sbcktherefore no further address detection is requiréde whole

connectivity of IP based applications. For suppgrtiD

MANET. Private address MAP also gives provision of

oriented architecture we have developed an intedrsystem running IP oriented applications.

as shown in Figure 8. the details of its subsysaech their
interaction is listed in the ensuing paragraphs. Wilkfirst
explain the routing process flow in Section 5.1 tais the

first step for configuration of various entriestie system.

Then we will explain the IP based application pescow in
Section 5.2.
E.g:ifconfig,iwconfiy,

& NETWORK APPLICATIONS
send,receive,insmod

s . etfc.

TCP/UDP Sockets
structure, drivers

TCP/IP PROTOCOL STACK
like MAC80211,ath9k

g ey etc

USER SPACE
APPLICATIONS AND
CONFIGURATION
UTILITIES

SENDIRECEIVE

(@

KERNEL SPACE
PROTOCOL STACK
TCP/IP protocol

NETWORK DEVICE DRIVERS

J

J REAL HARDWARE

=~ ELECTRONICS

Figure 5. High level abstraction of Linux Networking
applications

4.1 Protocol Packet Structure

The Packet structure of the protocol is illustratedable I.
The protocol uses 04 in No. Identifiers where, B the
actual source node, }0s the actual destination node 3l
the intermediate source node of the routing pathlBg is
the intermediate destination node of the routinthpAll
IDs are 64 bit (8 byte) long integers. The protdasd is a

4.2.2 Net Filter System

A net filter system is used for filtering the geated traffic of
the IP based application. Before further progressio the
protocol stack this system captures the packetspasdes it
to further modules. The Netfilter system is develbpy
using two libraries Libnetfilterqueue [40] and Lfbetlink
[41]. These libraries give user space packet hagdli
provision for the packets in Kernel protocol stador
driving the packets to the filter hooks Linux prdes
facilities of entering IPTABLES rules [42] throughlihich
gueues can be assigned to filter any desired IRePdased
on IP address, UDP port number, etc.

4.2.3 Network Address & ID Translation (NAIDT)

Each end host communicates using identifiers. Atstiart of
communication each host configure into the othest$io
NAIDT module its Private IP address. A NAIDT system
keeps mapping between the Identifier and Private IP
addresses at each node using a NAIDT table. This ia a
Map type data structure for fast retrieval and ritise.
Another function of NAIDT system is to insert tharficular
Identifiers to the packet being processed.

4.2.4 Compression& Decompression system

This system performs the compression of the geegrat
IP packets before sending it out from the wirelessrface
and performs decompression of the intended paekgiined

to be processed by the active IP based applicafitis
system is based on ROHC Library [34] Due to theirsabf
MANET we have used unidirectional mode of ROHC
Library.

4.2.5 Packet Socket System

The Packet Socket System is based on the use d&ketPac
Sockets of Linux [43]. When the complete Packet lhasn
constructed by all the subsystems the Packet Sptkgd the
role of injecting the Packet to Wifi Driver whictventually
transmits the Packet to Air. The Packet SocketeByss also

16 bit (2 byte) long integer. The starting bytes e¥served used for reception of incoming Packets from thei \Bifver.

for Radiotap header which is necessary for the dfifier
[39].

Table I. ID Based Protocol Structure

13 Bytes 08 Bytes 08 Bytes 08 Bytes 08 Bytes 02 Bytes | 0-2000 Bytes
D1 D2 D3 D4
Protocol Data
{Source) {Destination) {Intermediate Source) (Intermediaie Destination)
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Upon reception of Packet the Packet Socket Systenfsfthe
packet to the other systems for further processifigs
system is also used for injection of Packet to Fetocol
stack for consumption by the IP Based Applicatidtera
necessary NAT function and decompression.

4.2.6 Routing Daemon

The first step of communication between the nodds ifind
the path or route through the topological formatdriNodes
in MANET. Available Routing Protocols are based Iéh
based identification of nodes therefore they artesnied for
our design. We have selected to use Reactive lzggmdach
so as to reduce the control traffic. AODV [44] igery
popular as a reactive protocol. However due to dexily of

data structures we have opted to adapt a simphiesion of
AODV known as AODVjr. We have modified it structllya
and in some interaction mechanism for our desigtalsility.
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the node itself. Letl,-10.129.5.1be A’s real address, A’s
NAIDT table looks as shown in Figure 6. whereid the
primary key, we do not havedl, as this the node itself.
When Source Node A wants to communicate with
Destination Node G. It assigns a unique privatereskd to
Node G and initiates a Route Request (RREQ) through
broadcast. It further initializes an empty Routdnenn its
routing table for Node G. The transmitted packeRBEQ is
shown with ph1=la Ipo=Ilg and bs=I the b,=Sequence No. is
used in our design this field is the number of RREQ
messages sent by the node and it maintains thiewmhis
field is used to avoid rebroadcast of RREQ by otimtes if
once it has broadcasted the RREQ. In the data Wielthave
thePIP (A) =G (A) =10.129.5.2he private address assignhed
by A in its private address map for Node G. Thédfidp,,

o2, lIps and Data remain constant in each transmission of
RREQ packet where agglis the intermediate transmitter 1D

AODVjr has very good performance as compared to fulnq is changed to the ID of transmitter which bozets the

version AODV as found by I. Chekers et.al [45]. Etimning
of AODV can be found in survey of reactive protacol
conducted by H. Zafar et. al [46].

5. System Process Flows

5.1 Routing or Path Finding Process Flow

Each node is distinguished by a unique Identifierl, can
take any type like CNIC Number, IMEI Number, IMSI
Number, Vehicle Number, Driving License Number,. gic
node has two in Number tabl®AIDT table for network
address translation based on identifiers Baditing Table
for ID based Routing. Each node is having a readBress
IP, which this node can also use for communicatinginin
infrastructure based mode like that node can baexied to
a fixed network using this real IP address. Eacte has a
set of virtual or private map of IP addresfdB(x) e.g. A’s
map can havePIP(A) = {B(A), C(A), D(A) E(A),...}
obviouslyA(A) does not exist in this map as A already has
real IP Address,l Moreover each Node h&iP, (y) is the

packet. During each Broadcast, the Broadcasting eNod
initiates a non finalized nexthop entry back to Hwurce
node this entry is filled if it receives unicast lR® reply
RREP message. In order to ensure not broadcasiang
message twice we can see that when the packetesdoh
Node B it broadcasts the RREQ and records the besadD
which is the source node and its sequence numbzritan
neglects the RREQ message when it receives it @and D
Nodes. Similarly, A also neglects the RREQ broaticaom
the Node B. When the packet reaches the destinalaute

G, the destination node G sends the unicast RREfethrst
RREQ it receives it further neglects all the simiRREQ
messages categorized by same Sequence Number meSou
node A. The RREP process is shown in Fig.7. Dutirey
RREP process the each node sends back the RRE® drase
the values of its Routing table entry. It furtherake another
entry for the destination node in its routing tabésed on the
value of b3 which it receives. e.g. Node F receivegd; so
the next hop =d for I Similarly, Node C receives i2I¢

so the nexthop forglis Ir and so on. When the RREP reaches

configured private address map configured by ofioeles at he Source Node A the path between
case of Node ACIP4(y) = {CIPA(B), CIPA(C), CIPA(D),. '}  petween the source and Destination nodes.
does not contain any configured IP address\@IR as A is
D, F;’m?te;;?;?ss Onnfhrgureééddress I e T i = Seq T e
of  y GiPa(y) | ‘
= wizsa | o T | e [N RREQ | FIP(A) P
s | 1012853 7 [ Dest [ nH | Fnal 7 [t e [ [seq [pro [ Data |
I 10128.54 / Is E Best | [ Fnal | [ [1a [0 |4 [reea [eriy |
i 1012855 | . \ Ia = i =r=ay
@ - EEE _SEITET
\ - & f % i A
‘ % ” f % | ] 2 -
NAIDT Table of Node A \ s /’ Yy \ @ 4y [ [ie 65 [+ [pro |°a*‘ﬂ |
N 7 4 \ & t [Fa e | e |mer. |BBiE |
. SOURCE _~ - A B g - |
s @D e Ty, LY @} |
| o2 | | seq | g S | 2 4 Y I\ fJ Private Add Configured Addr
;o wale Address igured Address
i T ENTE Twes [eer ] [ {r ) \ AT T— EO G
Dest | NH | Final l (o ( C I ~ o Is 1921212
[ [T [ S ; —:Dm—“m— Fiel | Rt a | teizis 1012052
o P Ao . E I 192.12.1.4
< N
i Ny v\ [m Tee [ [seq [po [oaa | Io 1921215
7 £ \\\\I, ||5 s [ 4 ‘R‘Rﬂl PP(A) | i
7 i ‘f A G2
Dest | NH | Final | i - o
N s | @ I @ Dest | NH | Foal NAIDT Table of Nodo
1 4 ! (B Is | 1s
‘ L ta e |
[t [z [2 [seq [po [Dta | [D1 [o2 (o3 [sea [po [oam |
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Figure 6. Route Request (RREQ) Process
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Figure 7. Route Reply (RREP) Process

NETWORK & ID
TRANSLATOR (NAIDT)

NETWORK
DEVICE
DRIVER

[]  ncoming Flow [] outgoing Flow

Figure 8. System Architecture of ID Based Auto-configuratimtocol with Process Flows
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Figufe 9. IP based Application Process Flowé

is moved to the NAIDT system. The system changes th
] destination address as per the ID of node A andhtuket
After the path discovery process the next step isse the IP pecomes compatible to be injected to the Protdecks The
Based application with the system in integratedmfds  packet moves to the Packet socket systestep 6 In step 7
shown in Figure 8. whereas the steps of the floMustrated ihe packet socket system injects the packet toptbéocol

in Figure 9. The flow begins witlstep 1 when node A giack. The Packet is captured by the TCP/UDP soui@tep
generates the IP Packets and sends it to the TGP&tiBket g The packet is consumed by IP based applicati®@tep Q
the Socket captures the packet and feeds it tor@e/IP

Protocol stack instep 2 In Step 3the Net Filter system
captures the packet from the protocol stack by gushe
NETFILTER hooks and sets verdict of dropping thekea We have verified various aspects of our proposed
from the protocol stack. IStep 4the packet moves to the architecture through implementation and testingpiatocol
NAIDT system. InStep 5the NAIDT system adds identifiers on real machines. The testing scenario is depidted
ID,, ID, and ID; to packet which are source addresgrigure 10. in which 03 machines are used in whigthine
Destination address and the intermediate Sourceessld A is the source and machine C is the destinatiaten&ach
and 1D, always remain constant throughout the journeyeft node has a unique ID. When A wants to establish
Packet. After referring to the NAIDT table the NAID communication with Node C communication channel is
system also changes the source address to theyemtilP established using underlying routing or path eshbient
address by G into As table C{f&G) the packet further moves mechanism. Instances of virtual Ethernet are runboth

to ROHC Compression system. The ROHC compresssource and destination nodes and private addregs isna
compresses the packet. In step 7 routing tablefesred for generated. Our protocol generates virtual Ethemetfaces
knowing the Next hop address to reach Node G anddD as per requirement. In this case when we sendueséffom
updated accordingly. In Step 8 Wireless HeadersclwhiNode A the protocol generates two in number virtual
include radiotap headers and necessary Wifi headers Ethernet devices at Node A. In the similar manmetqzol
appended to the packet and the packet socket snjpet also configures two in number virtual Ethernet iifsiees at
packet to the Wifi driver. The Wifi driver afteraeiving the Node C. A depiction of virtual Ethernet interfaaesfigured
packet transmits the packet in air through the \Mierface. at a Node is shown in Figure 11. When we issueahffg
After the transmission the packet completes thenyphop command at the terminal the virtual interfaces ©etind

by hop through intermediate nodes. There is no rneed vethl are present which are shown in Figure 12.8As
decompress the packet during each hop as the @edimi configuration step the system sets IP Table ruidmth end
next hop is based on identifiers and not on IP eskirs. After points. For validating the plausibility of runnirn based
reaching the Destination node G the packet istfstived at applications through our implemented protocol weveha
the Wifi interface inStep 1the Packet socket system receivesested the protocol in two IP based applicationsciwfare
the packet from the Wifi driver iStep 2 and removes the regular network ping between Node A and Node B khd
wireless headers of the packet. The routing tableferred based LAN chat application IPTux[47], the resultsda
in Step 3 to know whether the destination node Iesn description is discussed in the ensuing paragraphs.

reached or not. InStep 4 ROHC Decompression is

performed for recovering the IP Packet.Step 5the packet

5.2 End to End IP Based Application Process Flow

6. Testing and Implementation
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6.1 Ping Application 6.2 Chat Application

In order to verify the network connectivity betwettre end In another test scenario when we run the IPTuxiegjibn
points ping is a popular application. We have thsfiee we can see the presence of two nodes in our netWéekcan
program to run between the nodes A and C. After thaitiate chat with the destination node in the sanamner as
completion of path discovery phase when A wantgibg C we use normal LAN or IP based chat applicationseiive
it simply runs the ping application and issues camdhping type a message for the destination node and semige it
at terminal for IP Address 10.0.0.2. The IP traffapture at message is successfully delivered at the other. sidea
the destination node is shown in Figure 13. whielpicts similar manner Node C can also send message to Aode
proper reception of Ping request from node A anth wi The result for running IPTux between two MANET nede

operating system generated ID, Sequence numberthend shown in Figure 14.

ping request number against each received piggest
Node C generates a ping reply which is forwardeddde A
as a response.

\ Node A i 1 \\ ] .
1D=4220105930031 o \ x
A .' "" i S ‘—I\; _ il
X I o | =
- 1 s — ;
L gl |
TR e Node B /
D=4220105930032

N
i ;
-
. -

Figure 10. Ekbéfimental Setup

veth® Link encap:Ethernet HWaddr 00:00:00:00:00:01
inet addr:16.0.08.1 Beast:10.255.255.255 Mask:255.0.0.0 1 6.6680088
inet6 addr: feB8e::280:ff:fedd:1/64 Scope:Link 2/8.800034
UP BROADCAST RUNNING MULTICAST MTU:1580 Metric:l 3/8.938994
RX packets:28 errors:8 dropped:8 overruns:8 frame:@ 418.59%627
TX packets:36 errors:® dropped:® overruns:® carrier:@ 5/1.998002
collisions:® txqueuelen:1066 : :m
RX bytes:5386 (5.3 KB) TX bytes:6734 (6.7 KB) | i ok
9/3.996648
vethl Link encap:Ethernet HWaddr ©0:00:00:00:00:02 16/3.996685
inet addr:16.0.8.2 Beast:10.255.255.255 Mask:255.0.0.0 11 4.996768
inet6 addr: feB8::280:fF:fed®:2/64 Scope:Link 12 4.996791
UP BROADCAST RUNNING MULTICAST MTU:1580 Metric:1 13 5.912683
RX packets:36 errors:® dropped:® overruns:® frame:0 14/5.812718

TX packets:28 errors:0 dropped:@ overruns:® carrier:@
collisions:® txqueuelen:1066
RX bytes:6734 (6.7 KB) TX bytes:5386 (5.3 KB)

Figure 12.Virtual Interfaces vethO and vethl

-
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- Shahrukh Khalid
10002

Chat History
(09:04:23 PM) Dr Athar Mahboob:
How are you

| am Fine

=
—
¥
=}
=
i
2

Close

MAC Address=00:00:00:00:01
IP Address=10.0.0.1
Subnet Mask= 255.255.255.0

/]

MAC Address=00:00:00:00:02
IP Address=10.0.0.2
Subnet Mask= 255.255.255.0

Figure 11.Visualization of Virtual Ethernet Network
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Info,

Version: 1_iptux_0#5#2
Nickname: Dr Athar Mahboy|
User: shahrukh

Host: shahrukh

Address: 10.0.0.1
Compatibility: GNU/Linux
System coding: utF-8

Send |

N

Figure 1

98 Echo (ping) request
98 Echo {ping) reply
98 Echo {ping) request
98 Echo (ping) reply
98 Echo {ping) reguest
98 Echo (ping) reply
98 Echo {ping) request
98 Echo (ping) reply
98 Echo (ping) request
98 Echo (ping) reply
98 Echo (ping) request
98 Echo (ping) reply

id=8xBalb, seq=1/256,
id=8xBalb, seq=1/256,
idw8xBalb, sequz/512,
id=8xBalb, seq=2/512,
id=8xBalb, seq=3/768,
id=8xBalb, seq=3/768,
id=8xBalb, seq=4/1824,
id=8xBalb, seq=4/1824,
id=exgalb, seq=5/1288,
id=8xgalb, seq=5/1288,
id=exgalb, seqe6/1536,
id=8xBalb, seg=6/1536,

42 who has 10.6.8.17 Tell 10.8.8.2
42 19.8.8.1 is at 89:80:00:88:008:81

.IPTux chat program running between MANET nodes

Figure 13. Ping Application between two MANET nodes
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7. Qualitative
Framework

protocol with current auto-configuration protocaa the
basis of various attributes. Due to the usage aff weorld
identifiers with a virtual Ethernet configuratiomet protocol
can ensure no IP address conflicts. Support of RO&IThbe
beneficial with respect to efficiency especially $reaming
include nd"

applications

management of partitioning merging and no requirgrfer

like VOIP. Oth

address reclamation.

Table Il. Qualitative Comparison of ID Based and current

auto-configuration protocols

Comparison of

er benefits

PROPOSED ID BASED

IP BASED AUTOCONF

ATTRIBUTE AUTOCONF
PROTOCOL PROTOCOLS
Does not suffer from IP Suffer from IP address
IP Address address conflicts due to conflicts of varying degrees
conflicts privately managed IP especially during the course
address maps. of nodes merging.
Efficiency Uses ROHC mechanism rDo?Jti:misSL:j%zanzigdH%n alsp
provision for IP header compressior] 9

addresses.

Communication

Uses ROHC mechanism
and do not require extra
protocol messages to

Requires exchanging various
messages for maintaining
unique IP addresses.

Overhead maintain unique IP
addresses throughout
MANET.
Highly scalable as do not | Various protocols suffer in
require generating scalability of varying degrees
Scalability messages through out due to messages exchanging.
MANET for assuring
unique IP addresses.
Ensures uniqueness basefl Uses underlying algorithm
; on unique Identifiers like | for maintaining unique IP
e national identity card, address throughout MANET.
telephone number etc.
Allocation Minimal and only requires l\/?rymg fd egree f.Of allgcanofn
Latency initial path discovery. atency for contiguration o

unigue IP addresses.

Partitioning and

Do not require to handle
partitioning and merging

Various strategies for
handling partitioning and

Merging problems merging are required.
Reliable communication Different protocols suffer in
can be ensured as no reliability of varying degrees.

Reliability breaks in communication
will happen due to IP
address variations.
No need for ensuring Address reclamation strategy
Address address reclamation is required.
reclamation strategy as a noqe
maintains only private
address map.
Heterogeneity is a problem
All nodes can maintain and nodes need to come to
Heterogeneity heterogeneous IP addresq uniform IP address scheme
schemes. during the process of
merging.
Less complex protocol Difficult to ascertain
. design using clear messagdecomplexity as development
CaEIE flows and least efforts are not carried out.
development effort.
HIP[48] or EMILSA [24] IP based security provisions
like security provisions can be implemented. Least

Security can be worked out. amount of r_esegrch ha'_s been

provision Howev_ter rigorous research carried out in this direction.
is required to be carried
out for security related
implementation.

. . All nodes have same V_arious protqcols have
Uniformity different strategies some are

roles.

uniform and some are not.
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proposed 8. Conclusion and Future Work

In this paper we have demonstrated the design and
Table 1l shows comparison of our proposed ID basdfplementation of an ID based MANET auto-configioat
protocol for solving the IP based auto-configunatissues in
MANET context. The implemented design uses idearsfi
like national identity card number, vehicle numbsmydent
ID card number for establishing communication betwend

points.
echanism

An ID based
is also designed and

routing and packet forwarding
implemented. The

implemented architecture supports conventional H3ed
applications and users can run these applicatmMANET
scenario as if the MANET nodes are present in a lbaNed
environment. We have demonstrated two applicatiamsh
are Ping and an IP based LAN chat program IPT uwéxst
two MANET nodes. The protocol supports the use OHE
compression which is another benefit in terms dicieht
service provisioning. In Future we will concentrate data
analysis of data obtained from ROHC based compmmessi
We will also perform rigorous testing of the ID bdsouting
daemon. Further we will work on security relatesuiss for
our proposed architecture.
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