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Abstract: A cognitive radio (CR) is a radio that can change it
transmission parameters based on the perceiveldiligy of the
spectrum bands in its operating environment. CRs @tipp
dynamic spectrum access and can facilitate a sacpnd
unlicensed user to efficiently utilize the availhinderutilized
spectrum allocated to the primary licensed userscofnitive
radio network (CRN) is composed of both the secondaers
with CR-enabled radios and the primary users whad®s$ need
not be CR-enabled. Most of the active research atedun the
area of CRNs has been so far focused on spectruningens
allocation and sharing. There is no comprehensveew paper
available on the strategies for medium access @bfkAC),
routing and transport layer protocols, and the oppate
representative solutions for CRNs. In this paper,pn@/ide an
exhaustive analysis of the various techniques/meéstre that
have been proposed in the literature for commuioiegirotocols
(at the MAC, routing and transport layers), in tlmntext of a
CRN, as well as discuss in detail several securitgclks that
could be launched on CRNs and the countermeasuréosiu
that have been proposed to avoid or mitigate thEnis paper
would serve as a good comprehensive review angsisalf the
strategies for routing and transport protocols security issues
for CRNs as well as would lay a strong foundationdomeone
to further delve onto any particular aspect in tredepth.
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1.

A cognitive radio is defined as a radio that caange its
transmitter parameters based on the interactioh thie
environment in which it operates [1]. A cognitivadio
(CR) has the ability (cognitive capability) to senand
gather information (such as the transmission fraque
bandwidth, power, modulation, etc) from the surming
environment [2] as well as has the ability
(reconfigurability) to swiftly adapt the operatidna
parameters, for optimal performance, according He t
information sensed [3]. With the above featuress th
cognitive radio technology is being perceived as kiry
enabling technology for the next generation dynamic
spectrum access networks that can efficiently zatilihe
available underutilized spectrum allocated by tlegld¥al
Communications Commission (FCC) to licensed holders
known asprimary users. Cognitive radios facilitate a more
flexible and comprehensive use of the limited and
underutilized spectrum [4] for theecondary users, who
have no spectrum licenses.

Cognitive radios enable the usage of temporallysedu
spectrum, referred to @pectrum hole or white space [3],

I ntroduction

and if a primary user intends to use this bandn tte
secondary user should seamlessly move to another
spectrum hole or stay in the same band, alterisg it
transmission power level or modulation scheme toicav
interfering with the primary user. Traditional spem
allocation schemes [5] and spectrum access pratonaly

no longer be applicable when secondary unlicensedsu
coexist with primary licensed users. If secondesgre are
allowed to transmit data along with primary useis
transmissions should not interfere with each otfeyrond

a threshold. On the other hand, if secondary usars
transmit only in the absence of primary users, tlaen
secondary user transmitting data in the absence of
primary user should be able to detect the reappearaf

the primary user and vacate the band. There igréfisant
amount of research currently being conducted andemo
need to be performed to develop new spectrum
management approaches related to cognitive radibdih
spectrum sensing and dynamic spectrum sharing.
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Figure 1. Spectrum Usage — Opportunistic Access of
Spectrum White Space and Channel Switching by a
Cognitive Radio User

A cognitive radio network architecture (Figure 2)
includes components corresponding to both the skegn
users (secondary network) and the primary users\goy
network). The secondary network is composed oftafke
secondary users with or without a secondary bag®ist
all of which are equipped with CR functions. A sedary
network with a base station is referred to as the
infrastructure-based CR network; the base statits @& a
hub collecting the observations and results of spet
analysis performed by each CR secondary user and
deciding
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Figure 2. A Cognitive Radio Network Architecture with Prinyaaind Secondary User Networks

on how to avoid interference with the primary netkgo deciding on how to avoid interference with the g
As per this decision, each CR secondary user rgpoes networks. As per this decision, each CR secondagr u
his communication parameters. A secondary networkreconfigures his communication parameters. A seagnd
without a base station is referred to as the infuature network without a base station is referred to as th
less — cognitive radio ad hoc network (CRAHN). In a infrastructure less — cognitive radio ad hoc nekwor
CRAHN, the CR secondary users employ cooperation(CRAHN). In a CRAHN, the CR secondary users employ
schemes to exchange locally observed informatioorgm  cooperation schemes to exchange locally observed
the devices to broaden their knowledge on the entir information among the devices to broaden their Kedge
network, and decide on their actions based on thison the entire network, and decide on their actlmased on
perceived global knowledge. A primary network coisgs this perceived global knowledge. A primary network
of primary users and one or more primary baseoststiall comprises of primary users and one or more prirbase

of which are in general not equipped with CR fumas. stations, all of which are in general not equippétth CR
Hence, if a secondary network shares a licensectrsipe functions. Hence, if a secondary network sharesems$ed
band with a primary network, the secondary netwark  spectrum band with a primary network, the secondary
required to be able detect the presence of a pyimser network is required to be able detect the presaica
and direct the secondary transmission to anothaitadole primary user and direct the secondary transmissmn
band that will not interfere with the primary tramssion. another available band that will not interfere witte
Figure 1 illustrates the opportunistic access efgpectrum  primary transmission. Figure 1 illustrates the apyatistic
white space and switching of the frequency banda BR access of the spectrum white space and switchinteof
secondary user at the incidence of use by a primsey. frequency bands by a CR secondary user at theeincé
Figure 2 illustrates cognitive radio network arebture of use by a primary user. Figure 2 illustrates dbgm
with both the primary user network and the secondaer radio network architecture with both the primaryeus
network (with and without infrastructure — basetista network and the secondary user network (with aritiouit
support). infrastructure — base station support).

A cognitive radio network architecture (Figure 2) The current spectrum allocation and sharing schemes
includes components corresponding to both the skEegn  according to three criteria: (1) Spectrum bandase by a
users (secondary network) and the primary users§py CR user; (2) Network architecture and (3) Accedsabimr
network). The secondary network is composed oftaose  of CR users.
secondary users with or without a secondary baxt®isf + Clasdsfication based on Spectrum Bands used by

all of which are equipped with CR functions. A sedary the CR User: Based on the spectrum bands in use by
network with a base station is referred to as the a secondary user, the spectrum sharing scheme could
infrastructure-based CR network; the base statits as a be classified as open spectrum sharing and
hub collecting the observations and results of tspet hierarchical spectrum access model. In the open

analysis performed by each CR secondary user and spectrum sharing model, the secondary users access
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the unlicensed spectrum band and no user owns any The above introduction on the basics of CRNs lags t
spectrum license; hence, all users have the sameroundwork for understanding the rest of the paphich

access rights in using the unlicensed spectrurnthdn

hierarchical spectrum access model [6], the seggnda -«

users share the licensed spectrum bands with the
primary users. Since primary users need not be
equipped with cognitive radio, they have all the

priority to use the spectrum band. Hence, when a

primary user reclaims a spectrum band for use, the

secondary users currently using the spectrum badd a

the near by bands will have to adjust their opeeati

parameters (such as power, frequency and bandwidth)
to avoid interrupting the primary users. The
hierarchical spectrum access model can be further
divided into two categories, depending on the aces

restrictions on the secondary users: .

0 Spectrum underlay: With this model, the
secondary CR users coexist along with the
primary users, and use the licensed spectrum band
without exceeding the interference temperature
limit/threshold. If primary users transmit data all
the time in a constant mode, there is no need for
the secondary CR users to detect for available
spectrum band; instead, they can just continue to
use the spectrum (of course, only for short-range
communication).

0 Spectrum overlay: With this model, the
secondary CR users can only use the licensed
spectrum when the primary users are not,
transmitting. So, there is no need for the CR users
to operate under an interference temperature limit;
however, the tradeoff is that the CR users need to
repeatedly sense the licensed frequency band and
detect the spectrum white space, to avoid ,
interfering with the primary users. If a primary
user is detected, the CR users have to change to
another spectrum.

Classification based on the Network Architecture:

Based on the network architecture, the spectrum

sharing model can be divided into centralized and —

distributed architectures. Under the centralizedi@ho

a central entity controls and coordinates the spectt

is organized as follows:

Section 2 reviews the medium access control prédoco
proposed for both infrastructure-based and ad hoc
CRNs. MAC protocols are typically either time-séait

or random access based. We discuss the chardcterist
of random-access based and time-slot based MAC
protocols (along with some representative soludions
for both infrastructure-based and ad hoc CRNs.
Section 3 reviews the two broad categories of nguti
protocols (those based on full spectrum knowledge
and those based on local spectrum knowledge) along
with their representative solutions and analyzesrth
pros and cons.

Section 4 presents state-of-the-art transport layer
solutions for CRNs. With spectrum sensing and
sharing being integral to the functioning of a CRN,
cross-layer protocol design (for interaction and
sharing of state information across layers) is
considered a more logical approach for designing
transport layer protocols for CRNs. Nevertheless,
there also exist some transport layer solutiong tha
preserve the layering approach. As can be seey,zonl
handful of end-to-end transport layer protocolsehav
been proposed for CRNs from both the cross-laydr an
layer preserving perspectives and much work negds t
be done in this area.

Section 5 reviews the various security attacksiptess

on CRNs by exploiting the characteristics of these
networks and the operating principles adopted lgy th
various categories of communication protocols at th
physical, MAC, routing and transport layers.

Section 6 concludes the paper by drawing some
general inferences from the survey on the
communication protocols for the MAC, routing and
transport layers, and the associated security $ssue

Medium Access Control Protocols for

Cognitive Radio Networks

In this section, we will focus on the spectrum asce

allocation and access of secondary users. With theproblem wherein multiple CR users share the specamd
distributed spectrum sharing model, the users makedetermine who gets access to the channel and Wiéfris

their own decision regarding spectrum access based context, we discuss the medium access control (MAC)
their Io_cal observation of the_ spectrum dynamidse T protocols that have been proposed for both the
centralized controller model is expensive and alsb  infrastructure-based and decentralized/ ad hoc itegn
suitable for ad hoc emergency or military use. The radio networks. The MAC protocols for both categsrof
distributed spectrum sharing model is relativelgsle CR networks can be either time-slotted, random sscoe
expensive and can be used in infrastructure lesmo  poth. The time-slotted MAC protocols require netivor
Classification based on Access Behavior of wide synchronization and operate by dividing tinméoi
Secondary CR Users: Based on the access behavior discrete slots for both the control channel andadat
of secondary users, the spectrum sharing modebean transmission. On the other hand, the random access
categorized as either cooperative or non coopexativ protocols do not require time synchronization, aare
Under the cooperative model, the secondary userspased on the CSMA/CA (carrier sense multiple
often belong to the same service provider and access/collision avoidance) principle wherein a @GRr
coordinate between themselves to collectively monitors the spectrum band to detect the preseheayo
maximize the benefit to the entire group. On theeot  transmission from peer CR users and if so, tramssafter
hand, under the non cooperative model, secondarybacking off for a random duration, to reduce cilis due
users access the open spectrum band, and aim ab simultaneous transmissions. We begin this sedatiith

maximizing their own benefit from using the speotru g description of the common control channel (CCQ) —
resources.
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key component in the design of the MAC protocols fo to be partitioned to several discrete levels (net jow and
decentralized/ad hoc cognitive radio networks. high levels) to reliably protect the primary usdrem
interference as well as to maximize throughput by

2.1 Common Control Channel operating the CR devices at the appropriate level.

The CCC is used for neighbor discovery as wellbapébth

discovery and establishment. Nodes share theirhbeiy  Time Slotted Protocols: The time slotted protocols follow
information on different interfaces through the dxoast the IEEE 802.22 centralized MAC standard [8] for
messages sent out on the CCC to all the potentialcognitive radio networks. The 802.22 standard sieple
neighbors, using a high transmission power, cooesing  time division multiplexing in the downstream diriect,

to the maximum transmission range of the CR no@les.  and demand assigned TDMA (Time Division Multiple
CCC could be either in-band or out-of-band wittpeeg to ~ Access) in the upstream direction. The base station
the data channels. If in-band, the CCC may be dértee0  manages all the CR users in its cell. Time is stbinto
data channels to which all nodes can tune in; data multiple superframes, each comprising multiple MAC
channel common to all CR nodes is not possible€o b frames preceded by the frame preamble. A Superframe
found, then the network could employ more than@@€,  cControl Header (SCH) is located at the start ofheac
each of which having certain region of coveragetie  syperframe to inform the CR users about the current
case of out-of-band CCC, a dedicated control cHanne ayajlable channels, different bandwidths supportetijre
separate from the data channels, is used for dontrospectrum access time, and etc. The MAC frame is
signaling, either network-wide or coverage-basetie T composed of a DS subframe and a US subframe. The DS

CCC and the data channels could all be accessedlgtnra
single radio, in which case the routing solutiors prone

subframe consists of a preamble that deals with
synchronization and channel estimation, a frametrobn

to the channel deafening problem wherein the contro header containing the sizes of the DS- and US-MalR$

message received on one channel is not received thiee
radio is tuned to a different data channel. If aicated

with channel descriptors, and the DS/US-MAPs previd
the scheduling information for user bursts. The US

radio is allotted for the CCC, one could avoid éhe@nnel  sypframe consists of an Urgent Coexistence Sitatio
deafening problem [6]; however it would be expeesig  (ycCS) notification field that informs about the mery
employ more than one radio per CR node, and also CRjcensees that have just been detected:; the oittlds fare
nodes employing more than one radio suffer from the ysed to derive the distance from the base statishtiae
cosite interference problem [6] according to whighen  individual bandwidth requests. The main drawbackhwi
two or more radios are located on the same device —the time-slotted protocols is the use of heavy besds

signals transmitted and/or received on one radierfiere part of the frames, leading to a reduced throughput
with signals transmitted and/or received on theothdio. o .
2.3 MAC Protocols for Cognitive Radio Ad hoc

22 MAC Protocols for Infrastructure-based Networks

Cognitive Radio Networks The MAC protocols for infrastructure less cognitiaio
Random Access Protocols: In [7], a CSMA based random a4 hoc networks (decentralized CR networks) require
access protocol was proposed for an infrastrudtased  ncreased cooperation among neighboring nodes to
cognitive radio network under the assumption of afa facilitate a scalable architecture that supporeifile
single transceiver and in-band signaling. The muito  geployment, distributed spectrum sensing, sharind a
facilitates the coexistence of the primary and GRrsiby  access. The main design issues include network-tiiae

requiring the latter to adapt their transmissiow@oto  synchronization and information exchange among
maintain the interference to the primary users iwithpre- neighboring nodes with minimum overhead.

decided threshold. The primary users coordinatédn \&it

primary base station and the CR users coordinatle &i  Random Access Protocols: Random access protocols for
CR base station, and establish a direct single-hopcr ad hoc networks can be categorized dependirtheon
connection with their respective base stations. drimeary number of transceivers required per CR and the
network follows the classical CSMA protocol accogito  requirement for a Common Control Channel (CCC): (1)
which a primary user senses the channel for a @€t} protocols requiring the support of multiple radio
before sending the Request to Send (RTS) packésto transceivers; (2) Protocols requiring the suppérory a
base station for which the latter may reply witlllaar to  gingle radio transceiver; (3) Protocols that assttire
Send (CTS) signal if available for the data transtéhe  existence of a CCC; and (4) Protocols that makeofise
CR users have a relatively much longer carrier isgns  non-global CCC. In this section, we discuss
time (ts, wherets >> 1) so that the primary users get the representative protocol from each category.

priority to access the spectrum. The CR base statio |n [9], the authors proposed a distributed channel
decides on the transmission power and data rateh®r  assignment (DCA) based MAC protocol that uses mielti
transfer depending on the distance between itselfthe  transceivers, a dedicated out-of-band control céifor

CR users. A CR user is allowed to send just onkgddo a  signaling, as well as spectrum pooling to reliateyect the
round of negotiation to reduce or avoid interfeeermmd  activity of the primary network. Each node mainsainlist
collisions with the transmissions of other primargers.  of currently used channels of its neighbor nodets aatist
The random access protocols require significaeraution  of free channels derived from the former and thecspm
between the primary and CR networks; otherwise,GRe  pool. During a RTS-CTS handshake, the sender and

users are oblivious of any failed transmissiona pfimary  receiver match their list of free channels and egra a
user. Also, the transmission power of the CR usees

a
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common channel to use. The RTS-CTS messages alsprotocols that do not require the presence of bail€@CC

facilitate the neighboring CR users to update thmsied
channel and free channel lists. The main drawbddke
DCA protocol is the requirement for a separate rdnt
channel to support the RTS-CTS exchange, and hése t

is no primary user-related adaptation for chanselge. In
[10], a single radio transceiver version of the DCA
protocol has been proposed with the idea of altelya
monitoring the control channel and the data spettru
bands for signals. The Single Radio Adaptive Chhnne
(SRAC) algorithm proposed in [10] uses a frequency
division multiplexing like scheme wherein a CR user
transmits packets on a larger spectrum but recestesn
acknowledgments over smaller spectrum bands
efficient spectrum utilization. A CR node maintaths list
of receive bands of all its neighbor nodes. WheGR
node senses its current transmission channel ¢axdgied
by a primary user, it sends a notification packetthe
receive bands of its neighbor nodes, and switchethe
band that is confirmed to by all the neighbor nodeshe
meanwhile, the CR node transmits on the receive loaa
neighboring node that is yet to acknowledge for the
notification packet. The drawback is that the sligma
traffic overhead associated with maintaining thelatpd
receive spectrum bands of all the neighbor nodéso,A
control messages that are not sent on the recaivashof a
node are not listened to, leading to londeaf periods.

The CREAM-MAC (Cognitive Radio EnAbled
Multichannel MAC) [11] and SCA-MAC (Statistical
Channel Allocation MAC) protocol [12] are examples
MAC protocols that assume the existence of a glQiaC
(from the unlicensed 2.4 GHz band) that is agrgezhiby
all the CR nodes in their neighborhood. Under this
assumption, the functioning of this category of MAC
protocols mimics that of the CSMA-standard for
centralized networks. While CREAM-MAC is designed
based on a four-way dialog (RTS, CTS, Channel-State
Transmitter: CST and Channel-State-Receiver:
packets) on the GCCC, the SCA-MAC employs only a
two-way handshake of the control frames (Channel
Request to Send and Channel Clear to Send) on@@&0G
to facilitate the sender and receiver to tune their
transceivers to a mutually agreed upon data chawigle
the four-way dialog of CREAM-MAC facilitates the
prospective sender and receiver to exchange additio
control information with regards to the availalyiit
reliability and quality of the data channels, itutch add
considerable delay for real-time applications adl e
increase energy consumption at the CR nodes. kn thi
context, SCA-MAC is more suitable for delay-sensiti
real-time applications involving energy-constrain€dR
nodes; where as CREAM-MAC is more suitable for QoS-
sensitive and/or delay-tolerant applications tlzat operate
at higher energy costs. SCA-MAC also explores the
availability of a backup data channel to increase
throughput. The main weakness of CREAM-MAC and
SCA-MAC kind of protocols is their total dependerare
an offline mechanism to facilitate the availabiliof a
global CCC. The

The Opportunistic Cognitive-MAC (OC-MAC) [13]
and the more recent Decentralized Non-Global MAC
(DNG-MAC) [14] protocols are examples of MAC

for deciding spectrum access among neighboring §&Rsu
OC-MAC assumes that the CRN co-exists with a wazle
local area network (WLAN) and use of the IEEE 802.1
DCF (Distributed Coordination function) mechanisinthee
CR nodes to compete with one another for data @ann
reservation. The assumption of co-existence wiliLa&AN

is questionable because WLANSs typically operatehia
unlicensed ISM bands (e.g., 2.4 GHz) and cognitadio
networks operate in licensed spectrum bands. Th&DN
MAC protocol uses the TDMA (Time division
multiplexing mechanism) to fairly allocate the amht
channel to all the available CR nodes; the comnantrol

forchannel is one of the best available channels teeldny

the first CR node that initiates the data commuitca
The CCC is divided into time slots of fixed lengthith
each time slot comprising of a listening period \{thich

all CR nodes are synchronized to listen) and ast@ining
period (during which the CR nodes exchange thedist
freely available data channels). The premise of EN/&C

is that since all CR nodes starve for a data cHaonase,
there will not be wastage of the resources with the
assignment of a time slot of the control channelefgery
CR node. Though this assumption simplifies the gtesif
DNG-MAC and avoids the complex synchronization
overhead typically seen with time-slot based MAC
protocols (see section 2.3.2), it is difficult tapect the
data channels to be available for the same durasothat

of the time slots of the control channel (the alality of
the spectrum holes in a CRN is non-deterministic) the
time slot per CR node has to be re-calculated upen
inclusion/exclusion of a CR node in the networkisTalso
implies that the MAC protocol to be also not fldridor
changes in the network topology due to node mgbilit

Time Slotted Protocols: For this category of CR ad hoc
network protocols, we discuss the C-MAC (Cognitive

CSRMAC) protocol [15], based on synchronized time sl@ind

include the use of a rendezvous channel (RC) dratkup
channel (BC). The RC is the channel that existstlier
longest time for use for the CR users throughowt th
network and is used for node coordination, primasgr
detection, as well as multi-channel resource redem.
The BC is locally determined at each CR user, thinou
out-of-band measurements, and is used as an d#erna
spectrum band in the case of appearance of a prinsar.

In C-MAC, each spectrum band comprises of recurring
superframes, each composed of a beacon periodafgPa
data transmission period (DTP). Each BP is timéesfioso
that the individual CR users can transmit their coea
without interference. The RC is used to exchangeBR
schedules of nodes to prevent simultaneous trasgmis
over all the spectrum bands. A CR user announces th
need for any new data spectrum band through theobea
and also informs about any spectrum change oveR@e
Periodic tuning to the RC allows a CR user to re-
synchronize and obtain the recent neighborhoodlogyo
information. The time slotted nature of C-MAC also
facilitates the use of a non-overlapping quiet q@riQP)

for each spectrum band, through which one could
differentiate a primary user from a CR user. Thenma
drawbacks of the C-MAC are that it requires the te®e
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a dedicated spectrum band that is not used by amary
user, which is difficult to guarantee in distribdite
networks. Also, due to the requirement to inclutie t
beacons with the load and channel usage informatitime
BP of a superframe, the protocol is not scalablaflarger
number of CR users. It is difficult to enforce then-
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changes in the available spectrum bands due to
simultaneous transmissions involving primary usexsds
to be handled. Any routing solution for multi-hofRRs
needs to be tightly coupled with spectrum managémen
functionalities [16] so that the routing modulesh dake

more accurate decisions based on the dynamic change

overlapping nature of the BPs and the quiet periods the surrounding physical environment. As the togplof

without the presence of a central entity. In [18],
distributed slotted protocol was proposed to circent the

use of a RC by providing in-band signaling through
dedicated control window in addition to the beacom

data transfer periods.

24 Channel Hopping based Control
Identification for MAC Protocols

Recently, the research community has started tdoexp

Channel

multi-hop CRNs is highly influenced by the behavair

the PUs, the route metrics should be embedded with
measures on path stability, spectrum availabiliBt)
presence, etc. For instance, if the PU activityois-to-
moderate, then the topology of the SUs is almasticst
and classical routing metrics adopted for wirelesssh
networks could be employed; on the other hand,Us P
become active very frequently, then the routindntégues
employed for ad hoc networks could be more applécab

the use of channel hopping among the CR nodes as @4]. Also, the routing protocols should be ablerépair

potential alternative strategy for control
identification in the design MAC protocols for CRNEhe
idea here is to let the CR nodes to generate their

channel proken paths (in terms of nodes or used channeis)ta

the sudden reappearance of a PU.
With respect to the issue of spectrum-awareness, th

channel hopping sequences and when two CR nodesouting solutions for CRNs could be classified hese

(sender and receiver) hop to a common channel, ¢hay

based on the full spectrum knowledge and local tspec

exchange control packets on the common channel angnowledge. In the former case, the spectrum avititiab

negotiate for data communication [17]. Because Gifie
nodes can rendezvous on every available chanrehneh
hopping-based control channel identification caaroeme
the control channel saturation problem seen with th

between any two nodes in the network is known ltdhal
nodes (or to a central control entity). This is eaft
facilitated through a centrally-maintained spectrum
database to indicate channel availabilities overetiand

previous approaches where only few channels arespace. The routing solutions built on the top o€ th

considered candidates for a common control chatheb,
channel hopping based control channel identificatio
requires only a pair-wise rendezvous (between émsler
and receiver) and does not need a globally availabl
common control channel. However, the main drawhzafck
the channel hopping-based approach is the chacnebs
delay as a CR node has to keep switching one chaftae
another before it can initiate any communicationhwits
neighbor. This would incur a significant amounttimfie
(called the Time to Rendezvous, TTR) as the nunaber
available channels increases [6]. If there Hravailable
channels, it would require at mdst time slots for two CR
nodes to identify a common channel [18][19]. While
coordinator-based channel hopping [20] can redinee t
TTR value, it is a centralized approach and isstafable.
Permutation-based [18] and Quorum-based

availability of full spectrum knowledge are moshpsed

on a graph abstraction of the CRN and, though fteho
practically feasible for implementation, are usediérive
benchmarks for routing performance. The routing uled

is not tightly coupled with the spectrum management
functionalities for centralized full spectrum kn@abe-
based solutions. On the other hand, for local spect
knowledge based solutions, information about spectr
availability is exchanged among the network nodesg
with traditional network state information (such Hee
routing metrics, node mobility, traffic and etc)nGhese
lines, the local spectrum knowledge-based routing
protocols could be further classified as those #iat to
minimize the end-to-end delay, maximize the thrqugh
and maximize the path stability. In addition to #imove,

[19]1 we have also come across probabilistic approacbes f

mechanisms are some of the examples for scalableouting (e.g., [23, 24]) in which CR users oppoistinally

distributed channel-hopping based control
identification mechanisms proposed in the literatuf
potential drawback with channel-hopping based cbntr
channel identification is that the technique isehk to
suffer a significantly long delay when used for ¢adnd
communication in multi-hop CRNs. At the worst catbe
end-to-end delay could be the sum of per-hop TTIRega

3. Routingin Cognitive Radio Networks

The problem of routing in multi-hop cognitive radio
networks (CRNSs) refers to the creation and maimeaaf
wireless multi-hop paths among the CR users (addlect
Secondary Users, SUs) by deciding the relay nodégte
spectrum to be used on each of the links in thi. gaten
though the above problem definition exhibits simiilas
with routing in multi-channel, multi-hop ad hoc wetks
and mesh networks, the challenge in the form ofadyin

channel transmit over any spectrum band available duriegsttort

idle periods of the surrounding primary users.

3.1 Routing Solutions based on Full
Knowledge

The general strategy under this approach is todirstract
the physical network as a graph with nodes and sdg#
weights, all capturing the network dynamicity and
spectrum availability, and then run a route cakioite
algorithm on the graph to find a path/tree or any
appropriate communication topology connecting tbdes
(source-destination pairs for unicast routes; soueceiver
nodes for multicast communication and etc). In [26g
authors propose a generic framework for modelindN€R
comprising of nodes with a single half-duplex caigei
radio transceiver, which can be tuned to the variou
available spectrum bands or channels. The frameugrk

Spectrum
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based on creating a layered graph that featuresnder of
layers equal to the number of available channedshECR
device is represented in the layered graph witlode,
and M additional sub nodedq, A, ..., Ay, one for each
available channel, andll is the total number of available . .
channels. Three kinds of edges exist in this laygmph: 3.2 EOUt'TSd Solutions based on Local
The access edges connect a node with all its corresponding npw ge_

sub nodes; théorizontal edges connect the sub nodes of The routing solutions based on local spectrum kedge
two different nodes on the same logical layer & two ~ (that varies both in time and space) are distrihute
nodes can be tune to the corresponding channel; théature and differ depending on the specific metsed to
vertical edges connect sub nodes of different layers of a@ssess the route quality. One class of routingibliged
single CR device to switch from one channel to ket  local spectrum knowledge-based routing protocotsime
Figure 3 illustrates a layered graph with four oa@ed  the availability of a Common Control Channel (CQ29]
two channels. The weights of the horizontal edges across all the CR nodes in the network. Route degois

all of the three graph theory models (layered, eaoor
conflict graphs) suffer from the weakness of being
centralized in nature and requiring the full knodge of
the network topology and the available spectrundban

Spectrum

typically capture the cost involved in propagatidgta
from one CR device to another node on the particula
channel and the weights of the vertical edges &flyic
capture the cost involved in switching from oneroel to

launched through a Route-Request-Reply (RREQ-RREP)
cycle (similar to that of the classical ad hoc raksg) run
on the CCC at all the nodes. An AODV (ad hoc on-
demand distance vector) [30]-style routing protoém

another at a particular CR device. Graph theoretic CRNS has been proposed in [31]: the RREQs are basad
algorithms optimizing the overall cost of a patitvieen ~ on the CCC; the intermediate forwarding nodes kessgk
every source-destination pair, or trees conneaimgoup ~ Of the cost accumulated on the path traversed ley th
of nodes (including all the nodes in the graphthia case RREQS; the destination selects_ the path with th@mim

of spanning trees) could then be run on such ahteig ~ cost incurred and the RREP is propagated back en th
layered graph. As an example of the applicatiorthef ~ reverse route setup during RREQ propagation. A majo
layered graph model, in [26], the authors repregbat  flaw with the use of CCC for RREQ propagation iattthe
horizontal edge weights to be proportional to thefit availability of the dqta channels at the intermedi€R
load and interference, and propose a centralizedidtie nodes cannot be easily/accurately captured.

algorithm to calculate shortest paths. The mainkwesses An alternate strategy for route discovery withosing

of the layered graph model presented above areithat the CCC is to broadcast the RREQ packets on all the
requires a network-wide signaling to generate sach available channels and let a flood of RREQ packeash

global graph at each node and it may not scale agethe ~ the destination, on multiple paths and on multiple
network dimensions increase. channels. The destination processes these RREQetsack

and selects the best path(s) that satisfies the smlection
criteria. The RREQ messages are forwarded on all th
available channels. The CAODV-BR [32] protocol, a
cognitive adaptation of the AODV routing protocol,
chooses backup routes in conjunction with a printante
and reverts to one of these backup routes whenoone
more hops/channels in the primary route is occupig@
primary user. In a similar vein, the authors in][BBopose

to use a backup control channel, in addition taiacfpal
control channel (both of which are locally selegtad a
node to coordinate the route discovery and channel
switching mechanisms. Nevertheless, broadcaatngss

all the spectrum bands for route discovery wouldtde
much of an overhead compared to broadcasting tHeQRR
packets on a single CCC and including informatibow

all the available channels at each node in thes&E@RR
packets.

Channel 2

@_\;‘7«/\@
@/ '\ @

Channel 1

Horizontal Edge

Access Edge

Vertical Edge

Figure 3. Example for Layered Graph Model

To circumvent the scalability problem, an edge dotp
model was proposed in [27] that gets away with
representing sub nodes of a node in multiple layansl
instead connects the nodes with edges of diffecelrs,
with each edge color indicating whether the nodas c
communicate on a particular channel (i.e., one rcpkr
channel). The edge coloring model has also beemdstl
to locally optimize the adjacent hop interference.

Another solution is to capture the network as &flain
graph [28] where each node in the conflict graph is
actually an edge between two nodes in the netwoaglg
and there exists an edge in the conflict graph d@ntpe
edges corresponding to the two end nodes of thélicon
graph cannot be active at the same time. One @mnrtin
a maximum independent set (or maximum clique) Iséari
on the conflict graph to derive a conflict-free chael
assignment for the original network graph. Nevdesg

Minimum Power Routing: In the minimum power
routing protocol proposed in [34], the weight dir& (for
each interface) is modeled as the transmission ptwee
spent to reach the other end of the link within an
appreciable received signal threshold. An energg lis
associated to switch from one frequency channel to
another. An intermediate forwarding node includeshie
RREQ the transmission power loss to be incurreceéamh

of its outgoing channels. The destination receities
Route Request packets along all the paths and fimels
path that minimizes the sum of the energy lost sl
the links and their corresponding channels as aglthe
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switching energy loss, if any, is incurred. The ReReply
packet containing information on the chosen roatednt
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proposed. The Spectrum Aware Mesh Routing (SAMER)
protocol [43] first establishes paths based on the

through the CCC. The main weakness of the minimum periodically collected global states, and at thmetiof

power routing protocol is that it is oblivious tdet
presence of primary users and their impact on teigh

packet transmissions, the packets are delivered
opportunistically along the path with the higheatue for

discovery among the CR users. In [35], the authorsa throughput metric, referred to as the Path Spectr

propose an energy-efficient quality-of-service aavar
routing (EQR) protocol, built on top of the Dynamic
Source Routing (DSR) protocol [36] for MANETS: the
idea is that the source estimates and specifidheiRREQ
packets, the number of time slots needed for arpiogg
session with a destination node; only those intdiate
nodes that can commit the requested number of siots

Availability (PSA). The PSA captures the number of
available spectrum blocks at each node as welhes t
aggregated bandwidth and loss rate. Though thraitghp
the primary routing objective, SAMER imposes an erpp
bound on the number of intermediate nodes to bd ase
the path and for which the PSA values are calcdlaie
[44, 45], the authors propose a spectrum utilitweoh

forward the RREQ packets. EQR has been extended asouting algorithm called ROSA (Routing and Spectrum

Spectrum and energy-aware routing (SER) protoc@d] [3
for multi-path routing. Both EQR and SER are natahle
for dynamic CRNs in which the availability of thdJP
channels changes quite unpredictably.

Minimum Delay-based Routing: In [38], the authors
propose routing protocols aimed at optimizing theous
components of the delay incurred at a node, witl th
overall objective of minimizing the delay incurrexh a
path. The delay at a relay node is conceived asuheof
the delays incurred due to switching from chanrel t
another; accessing the channel corresponding tohhgen
spectrum band; and the queuing delay suffered ey th
packet before it is transmitted on the particulaarmel.
The switching delay includes two components: tHaydt®
switch the packet from one frequency band to amothe
frequency band — a measure of the separation ofwhbe
frequency bands, and also the delay incurred dutheo
scheduling (the round-robin scheduling is oftenseimofor
fairness) of the packet transmissions at the nodesa the

Allocation) to maximize the throughput. The spegtru
utility of a link (i, j) is the product of the achievable
capacity of the link and the maximum differentialcklog

of packets between nodésandj. ROSA maximizes the
weighted sum of the differential backlogs and thgre
gives preference to high-capacity links without gy@ting
harmful interference to other users (the bit emate is
guaranteed to be within a threshold) — all of thieseling

to increase in the throughput of the end-to-end
communication [45]. ROSA is one of the several sros
layer approach-based solutions for designing spectr
aware routing protocols to maximize end-to-end
throughput in multi-hop CRNSs.

In [46], a bandwidth footprint (BFP) minimization-
based maximum throughput routing protocol has been
proposed to find an appropriate channel and capémita
session with minimal impact (with respect to inteeince
and throughput) on the ongoing sessions of the RS
users. The BFP for a node refers to the interferemea of
the node for a given transmission power. With aenod

spectrum bands in use. Note that the queuing delayswitching from one band to another and each band

suffered by a packet is also influenced by the nbhn
scheduling component of the switching delay. WIi#8,
39] focused on minimizing the sum of the switchegd
access delays incurred at the relay nodes; [4Q]sfd on
minimizing the sum of the queuing delays at theayel
nodes. In [41], the authors proposed a routinggmaltthat
lets an intersecting node (a node that lies on rtf@e one
path from the source to the destination) to locally
coordinate among the neighboring nodes to decidsthven
to accommodate an incoming new flow or to rediietd
one of its neighbors to obtain a relief to the vioaki on
the node. If such a route redirection materializtgs

incurring a certain footprint corresponding to its
transmission power, the objective of the protoclto
minimize the network-wide BFP, which is the sumtioé
BFPs of all the nodes. The routing protocol goesugh
an iterative procedure to fit in an incoming sessiequest
with the existing sessions. First, the sessiorssgaed to
an available capacity on a channel; if this is sufficient,
the transmission power of the band is increasedcrease
the session rate (referred to as Conservative tikkera
Procedure, CIP). However, if the increase in traasion
power violates the interference constraints
significantly increases the BFP, the alternativarciels

and

would actually lead to a scenario wherein the route are considered to migrate the session to achieee th
discovery RREQ-RREP packets and the data packetdargeted session rate. To do this, the capaciogatiéd for
traverse different paths — the RREQ-RREP packetsthe existing sessions in the alternate channel nedoke

traverse through the intersecting node, and the platkets
traverse through the neighbor node that took upldhd
from the intersecting node to provide relief to thter’s
workload. In another related work [42], the authors
propose to shift traffic to the edge of the netwarkay
from the high-density regions to effectively usee th
available capacity throughout the CRN. This strathgs
been observed to maximize the utilization of ché&nne
capacity in CRNs, compared to shortest path routing

Maximum Throughput-based Routing: In [43, 44, 45],
throughput-based solutions for routing in CRNs hbgen

reduced (referred to as Aggressive lterative Proeed
AIP). If the reduction impacts the quality-of-semwi
guaranteed for these sessions beyond a limit, tthemew
session is accommodated; otherwise, it is allocaed
capacity in the alternate channel. In [47], thevabwork
has been extended to develop a distributed crgss-la
optimization algorithm (encompassed with routing,
scheduling and power control modules) to iteragivel
increase the data rates for user communicationogesss
based on the notions of the CIP and AIP.

In [48], the authors propose a weighted cumulative
expected transmission time (WCETT)-based routing
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protocol to determine high-throughput routing paths
multi-radio, multi-hop CRNs. The WCETT of a path is
defined as the weighted average of (1) the sumhef t
expected transmission times of the individual limksthe
path and (2) the maximum value of sum of the exgukct
transmission times of the bottleneck channel usedsa
one or more links/hops on the path. The idea &/tnd the
use of the same link over more than one hop on lé-mu
hop path to reduce co-channel interference alofgcadt
links. The hypothesis behind WCETT to maximize
throughput is to choose a path that would incumaok&
switching along the links to minimize the delayumed to
wait for the same channel across several links. évaw
the protocol is only suitable for multi-radio eromments,
where channel switching is feasible.

In [49], the authors propose a routing metric chlle
Cognitive Transport Throughput (CTT) to capture the
potential relay gain over the next hop. The locally
calculated CTT values of the links (based on theallo
channel usage statistics) form the basis for dapdhe
best relay node with the highest forwarding gainthe
Opportunistic Cognitive Routing (OCR) protocol for
multi-hop CRNSs.

Geographic Routing: In [50], the authors proposed a
routing protocol whose objective is to choose thetrhop
that would minimize the interference to the PUsrapeg

in the vicinity of the transmission and satisfyitige QoS
parameters for the SUs to the maximum. In this exint
they evaluated the use of Nearest Neighbor RoyNiNR)
and Farthest Neighbor Routing (FNR) to decide thgtn
hop neighbor for a CR node employing
geometric/geographic forwarding. The tradeoff otsdris
that the FNR scheme achieves a better end to eatheh
utilization and reliability; whereas, the NNR scheimas a
better energy efficiency.

In [51], a spectrum-aware beaconless

(SABE) across
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this would result in significant waiting time fomaATF
packet at the forwarder node. A forwarder nodetbagait

for a maximum timeout period expecting an ATF packe
from its neighbor nodes and when only none of them
respond within this period, the forwarder node saiitch

to BFP/nearest neighbor node forwarding.

Class-based Routing: In [53], the authors observed the
Farthest Neighbor Routing (FNR) strategy to be more
effective to offer better service differentiatioor fhigh-
priority traffic in dynamic CRNs where the average
duration of the availability of the communicatiohannel
can be much shorter than the communication timés Th
observation formed the basis for the developmenthef
Opportunistic Service Differentiation Routing Proob
(OSDRP) for dynamic CRNs. At each node, OSDRP
basically sets up multiple forwarding nodes for a
destination node, depending on the priority of tradfic
flowing to the destination: The larger the priorit§ the
traffic, the farther is the next forwarding nodes(i more
closer to the destination). In another related wé# on
class-based routing for CRNs, the authors propese t
routing classes: Class | for routes that requirgeloend-
to-end delay while guaranteeing minimum PU intenfiee
avoidance; Class Il for routes that prioritize Ptdtpction

at the expense of permissible performance degmadéir
the CR users. The spectrum and next hop forwandaug
are selected simultaneously at the time of rousece the
RREQs of Class | routes are given priority (for cgpem
and next hop node selection) over Class Il routes.

4. Transport Layer Issues and Solutions for
Cognitive Radio Networks
Research on transport layer protocols for cognitagio

networks is very much in its nascent stages. We lcame
relatively few proposals for transport layer

geographical routing protocol has been proposece Th protocols for CRNs and performance evaluation ssidi

strategy used to select the next hop forwardingenisd
described as follows: A source or intermediate Gi&en
broadcasts arequest-to-forward (RTF) packet in its
neighborhood. The receiver CR nodes set their répigr

to be proportional to the distance to the destmatiode —
i.e., the receiver node that lies closest to thstidation
responds the earliest with aaccept-to-forward (ATF)

packet. The RTF-ATF exchange happens on the common

control channel and the two nodes negotiate ondtta
channel to use for the actual packet transfer. Akwess in
the above strategy is the implicit assumption #ihthe

(e.g. [55]) of the traditional TCP protocols for BRNs.

In this section, we first identify the reasons fayssible
packet drops in a mobile wireless CRN; analyze the
potential performance degradation when the trauifio
TCP is run on a CRN; and then discuss the currently
available solutions for transport layer protocals €RNs

in the literature.

4.1 Transport Layer Issuesand Motivating Examples

Packet losses in a CRN involving mobile wirelesslex
may occur due to one of the following factors: (i)

destination at any time; this assumption cannat trie in
the presence of node mobility. Besides, SABE ssffieom
the dead end problem, typical of geographic routing

aggravated due to reduced link capacity and loss of
connection, (i) Link error, (iii) Collision due to
simultaneous transmissions, (iv) mobility of a ndden

periodic beacon packets, they have to resort ezlanique
called Beaconless Forwarder Planarization (BFP] {62

forwarding nodes, (vi) the intermittent spectrurmsieg
undertaken by the CR users, (vii) the switchingadCR-

overcome the scenario wherein there are no neighbofode between transmitting and spectrum sensin@sstat

nodes that are closer to the destination node -vis-éhe
source or the intermediate node trying to forwahe t
message to the destination. BFP leads to idengfyire
neighbor node that is closest to the forwarder ntale
further relay the data towards the destination. &,

(viii) the activity of the primary licensed userd the
spectrum, and (ix) large-scale bandwidth variatime to
spectrum availability. Factors (vi) through (ix) ear
characteristic of CRNs and these factors have eenb
considered in the design of the transport layetoquals for
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other categories of wireless networks (e.g. wikelesbile

ad hoc networks or sensor networks), motivatingribed

to design transport layer protocols exclusively@6tNs.
Wired

CR link link
(o

Figure 4. A Hybrid Cognitive Radio Network Layout for
Example 1 (adapted from [56])

Example 1: Assume a CR-node is sending data to a

destination node in the Internet through an inteliate
router (refer Figure 4). Let the link between tbater and
the destination node be wired and the link betwten
source node and the router
characteristic of a CRN, the source-router
modes. When the nodes for the CR-link enter inte th
spectrum sensing mode, the source does not reaeiye
acknowledgment packets and hence cannot estinRid a
(round trip time) for the link. Once spectrum segsis

completed, the source node starts receiving

acknowledgment packets that were waiting at theerou
The RTTs for these acknowledgment packets thatedait
in the network would be quite high as they correspto

be a CR-link. As is
CR-link
alternates between spectrum sensing and transmissio

the
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path is virtually broken into two connected segree@t- 1
and 3 -D. SourceSmay eventually timeout waiting for the
acknowledgment packets for the transmitted dat&giac
and this could trigger a retransmission of the gatekets,
even in the absence of true congestion. If thecedbidoes
not limit its transmission rate during the spectrs@emsing
duration and continues to transmit/retransmit tretad
packets, the queue at the intermediate node 1 oy Ise
overwhelmed and will succumb to a buffer overflaw.
addition, a proper balance has to be maintained/dsst
the sensing interval and the data packet transoniggine
so that the throughput of the connection can bentaisied
as well as the interference with the PU activitiss
minimized [58]. A longer sensing interval would

correspond to the CR user spending most of the time

monitoring the channel rather than transmitting tiada
packets; on the other hand, a shorter sensingvaiteould
increase the risk of interfering with the activiby a PU
[59].

Another factor that needs to be considered in tsigeh
of transport layer protocols for CRNs is the uraierdelay
caused due to the need for a CR user to successéatch
for an available channel once a PU activity is cet in
the currently used channel. Unlike spectrum sendimg
time spent to hunt for an available channel is not

the spectrum sensing duration and do not captuee th jeterministic and cannot be known in advance to the

congestion level in the network. Once the backlbghe
acknowledgment packets is cleared, the source sizats
receiving the acknowledgments for the packets attite
end of the sensing mode and notices a sudden deciea

source on a multi-hop path. This necessitates ¢eel ifior
transport layer protocols to differentiate the ¢peun
switching state from other causes of route discotimes
by requiring an explicit feedback from the nodeteeted

the RTT. However, the retransmission timeout (RTO) by the PU activity (node 4 in Figure 5).

value for the congestion control
unnecessarily increased to extraneous values beaafus
the RTTs of the acknowledgment packets that waitdtie

algorithm gets

4.2 Cross-Layer Approach for
Solutions

Transport Layer

router. These acknowledgment packets would have bee The solutions to handle the RTO-increase problemh an

received if the source node were not in the sensiode.
It takes awhile for the congestion control algaritio
lower its estimate for the RTO value even if theTR/&lue
starts decreasing abruptly once the backlog
acknowledgment packets is cleared. Additive Inaeasd
Multiplicative Decrease (AIMD) is a core principlef
standard TCP congestion control algorithms.
contributes to a lower throughput and an underzatibn
of available bandwidth.

Spectrum
Switching

Figure5. A Multi-hop Cognitive Radio Ad hoc Network
Layout for Example 2 (adapted from [57])

Spectrum
Sensing

Example 2: Consider a multi-hop CRAHN (cognitive
radio ad hoc network) shown in Figure 5, with no8esd

This

other related issues at the transport layer deeG&R-node
entering the spectrum sensing/switching states lgan
effective only if at least the current status oé thode

of (could be: normal, spectrum sensing, spectrum binitc

and route failure) is known at the higher end-td-&yers,
starting from the network layer. A cross-layer aygmh to
solve the above problems could involve the use of a
cognitive knowledge module that is shared by alldyers
(Figure 6.1). The physical layer could update alBao
flag to indicate the current status of the nodel alh the
other layers could refer to this information toeinfvhether
the node is in the normal transmission mode or tepec
sensing/switching/route failure modes. Below, wecdibe
some of the cross-layer design based solutionsatomize
TCP throughput for CRNs.

In [60], the authors propose the use of a finitdest
Markov chain (FSMC) model to represent the timeyiay
behavior of the underlying spectrum and integrdie t
wireless channel and residual energy state transiti
(captured through the FSMC model) with the modaes

D as the source and destination nodes respectivelyjthe

(adapted from [57]). As we can see from the figdtes to
node 2 entering into the spectrum sensing modeSihe
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Figure6.1. Cross-Layer Approach

Figure 6.2. Layer-Preserving Approach

Figure 6. Approaches to Extend the Standard TCP/IP Layde3oi Cognitive Radio Networks (adapted from [57])

various layers: (i) Adaptive modulation and codimgmd
power control modules at the physical layer; (igaftive
frame size and Automatic repeat request moduleheat
data link layer and (iii) relay selection module the
network layer, implemented through a distributeonpi-
dual priority-index heuristic [61] run in the nelgdrhood
of a forwarding node. In [62], the authors showleat the

layers. Though this appears to be fine from crage#
perspective, the transport layer might be oblivibusome
of the operating constraints of the lower layershia local
neighborhood — as a result, the decision taken moaye
appropriate and is bound to have some estimatiamsent
would be rather more prudent if the lower layertpcols
can have some control over the operating valuetheaif

above FSMC-based cross-layer model is also energyparameters. In another related paper [66] from sthieme

efficient. Though the above scheme contributed to a
increase in TCP throughput and extended netwoekirtiie
(due to the energy savings), the scheme can beedppl
only to underlay CRNs and not for overlay CRNSs, relre
the additional complexity of channel switching (uding
spectrum sensing and allocation to facilitate tiching)
needs to be considered. In a related work [63]nfobile
CRNs, the IP network layer at a node is enhancéld &i
Channel Assigning Agent (CAA) that forecasts the
possibility of link failures due to node mobilitynd
proactively informs the physical layer to sense for
available channels and prepare for a channel swithl
CAA was later integrated with the TCP layer [64] to
facilitate the congestion control algorithm runniagthe
transport layer to reset the RTO timers and adaptaf
prospective channel switch in the near future.

authors of [65], they formulated the channel access
problem in a CR network as a stochastic optimizatio
restless bandit problem [67] and developed an ialdiex
version of the optimal channel access policy tdlifate

the selection of channels with highest index for
maximizing TCP throughput.

4.3 Layer-Preserving Approach for Transport Layer
Solutions

In [56], the authors propose a layer-preserving@ggh to
extend the standard TCP/IP layer suite for cogaitadio
networks. The idea is to implement two modules —
Knowledge module and Cognitive module — as part of
each of the layers. ThHénowledge module at a layer stores
information about the application’s need and stafuscal
and global networks, all pertaining to the apprateriayer;

In [65], the authors propose a partially observable the Cognitive module at a layer is responsible for the
Markov decision process (POMDP)-based cross-layeralgorithms/heuristics to gather knowledge and tegate

optimization architecture wherein the TCP layeretakhe
decisions for the functioning of the lower layemséd on
the feedback (sensing decisions) passed on byhysqal
layer on the available channels. The TCP layer daesci
whether to access the channel, and if so, inforhes t

control signals for managing the operation of thget
based on the information in the Knowledge modulee T
separation of the knowledge and cognitive decision
making modules from the standard modules for eagér|
preserves the modularity and abstraction concepthef

corresponding modulation and coding schemes to beTCP/IP protocol stack as well as reduces the deveémt

adopted at the physical layer and the frame sizeetased

and maintenance time of new software that wouldiniee

at the data link layer. The POMDP model provides a Pe implemented for any of these layers in the odnoé

relatively higher degree of freedom for the tramspayer
compared to the lower layers. The model lets adrigind-
to-end layer to completely decide on the operatialyies
for the parameters of the protocols running at Ithveer

cognitive radio networks. The layer-preserving #ecture
(shown in Figure 6.2) can serve as a generic acfite to
deploy families of protocols to fulfill the requirents of
individual applications, without affecting the core
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functionality of the layers in the standard TCPIl&yer
stack.

Two solutions, which adhere to the layer-preserving
approach, have been proposed in the literaturedim dhe
abnormal increase in the RTO values because ofrspec
sensing/switching. One solution [57] is not to ddas the
RTTs of the acknowledgment packets that are fottced
wait in the network due to the source node or ttsvark
(i.e., the intermediate nodes on a multi-hop patitering
the spectrum sensing/switching states. The Knowdedg
module at the transport layer learns about the modée
network entering into the spectrum sensing/switghin
states through its interaction with the Knowledgeduie
at the lower layers and updates the Cognitive nedul
Once the Cognitive module learns about the nodther
network entering into the spectrum sensing/switghin
states, it marks every data packet (that were djrsant)
whose acknowledgment is yet to be received andtapda
the TCP process accordingly. When the source nodieeo
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attack that can effectively destroy the entire CRNh
attacker can inject a strong interference signaheoCCC
and disable the reception of valid control messagete
CR receivers, essentially leading to a denial aVvise
(DoS). It is a more energy-efficient and effectisteategy
for an attacker to just jam the CCC and bring thbwvork
down, rather than jamming the entire spectrum Hé&8d
69]. For centralized CRNs, one can avoid CCC sttura
attacks by requiring the MAC control frames to be
authenticated and stamped by the base station.Cli@
anti-jamming solutions that are currently availabite
distributed/cooperative CRNs include: (1) Dynamic@
allocation and (2) CCC key distribution. Dynamic CC
allocation can be accomplished using cross-channel
communication [10] and frequency hopping [71]. Ttea
behind the cross-channel communication approacto is
use a CCC currently under jamming attack to noGfg
users about the new CCC for receiving control npssa
the receiving nodes are free of jamming. Informaadout

network gets back to the transmission mode, the TCPthe new CCC can be conveyed through a unique frexyue

process at the source node, in consultation with th
Knowledge and Cognitive modules, decides not to
consider (to estimate the RTO value) the RTTs @& th

hopping sequence that is known only to the CR users
However, any CR user who is compromised by the jamm
could receive the notification about the changéefCCC

acknowledgment packets received for the data pscketand be able to jam the new CCC. For increased toéss

marked during the node/network’s sojourn in thectjpen
sensing/switching states in the past.

Another related solution proposed in [56] is to knan
acknowledgment ACK packet (or a sliding window viort

against CCC jamming attacks, the CCC key distrdvuti
method is preferable, though it involves significan
overhead. The idea behind the CCC key distribution
method is to use multiple CCC channels for trantmgit

of ACK packets) as delayed due to the node/networkcontrol signals. A CR user is assigned the keysofdy

entering the spectrum sensing/switching statekefRTT

of the acknowledgment packet (or the window of gagk
at the time of reception is greater than the RTiheflatest
acknowledgment packet (or the latest window of pék
received plus 0.9*the spectrum sensing/switchingtiton.
The value for the spectrum sensing/switching dorais
estimated by the Cognitive module through the adgons
of the Knowledge module with its counterparts ire th
lower layers. While the duration for spectrum seggnay
be fixed per node, the duration for spectrum swiiglis a
stochastic parameter that can be only best estithate
mostly based on the past history (including théisttes of
the PU activities). Once an ACK packet (or a windofv
ACK packets) is perceived to be delayed becausthef
node/network entering into the spectrum sensingéivig
states, the TCP process does not update the RTG@hand
estimated current estimated RTT. If the RTO timgrires
while the node/network is in the spectrum
sensing/switching states, the RTO timer is simpBet and
no further action is taken.

5. Security Attacks on Cognitive Radio
Networ ks and Counter measur es

In this section, we discuss several security agtaitiat
could be launched on cognitive radio networks amel t
countermeasure solutions to thwart or mitigate them

5.1 Attacks on the Common Control Channel (CCC)
and Solutions

The centralized and cooperative CRNs are more vaiihe

to masquerade and denial of service attacks. The @

single point of failure and is vulnerable for a jamg

certain CCCs and not to all of them. This way, eifea

CR user is compromised, he cannot extract infolmati
from the CCCs for which he does not know the keye T
random key distribution approach [69, 72] has been
observed to be the most effective approach for GEC
distribution.

5.2 Jamming Attack

The jamming attack is the most common mode of Rttac
for triggering denial of service (DoS) to legitiragirimary
and secondary users in a CRN. Jamming attacks dmild
of four types [73]: Constant jammer, Deceptive jaanm
Random jammer, and Reactive jammer. A constant
jammer sends out data packets continuously witkaowyt
regards to other users on that channel. A decefatimener
tricks a legitimate user to switch to “receive’tstas they
detect a constant stream of incoming data packets.
random jammer takes random breaks while sending
jamming signals; during its jamming phase, it mahdve
either as a constant or random jammer. A reactvwamer
senses the channel all the time and transmitsatinenjng
signals upon sensing a communication in the channel
Jamming driven DoS attacks at the physical layquires

an attacker to use a device that is capable oftiamit
energy at the same frequency used by other deties
communicate and interfere with their communicatiom.
[74], the authors describe an attack scenario inngla
single cognitive radio that can repeatedly switelskand
forth between several channels after sending timenjag
packets in each of them for a fixed period. Jamnairigen
DoS attacks at the link layer [75] involve the akiar
sending out packets on a specific radio channeirfgrall
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the devices within the radio range to assume that t
channel is not idle and postpone their data trassion.
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users to coordinate among themselves (e.g., foers tb
exploit the temporal and spatial diversity to avjaichming

Several detection techniques have been proposed fof83]) and thwart such collaborative jamming attaddsre

user at the devices to conclude whether they haen b
subjected to a jamming driven DoS attack. If a devi

active research needs to be conducted to develop
collaborative defense strategies to thwart collatee

never passes the carrier-sensing phase of the CSMAamming attacks.

(Carrier Sense Multiple Access) medium access obntr
protocol, then it could conclude that it is a victof a DoS
attack. At the physical layer, a strategy propd3&d is to
have a legitimate device collect enough data paciat
build a statistical model to distinguish betweemnnmal and
abnormal levels of noise on the channel. In [78 t

5.3 Primary User Emulation (PUE) Attacks

The primary user emulation (PUE) attack [84] isnletued
by a malicious or selfish secondary user emulating
masquerading as a primary user to obtain complttess
to the spectrum bands of a given channel and rastrghit

authors propose a jamming detection technique thatW|th other Secondary users. While a selfish PURCcHtt

leverages the relationship between signal stre(&®) and
packet delivery ratio (PDR): A node concludes ftgel
having been a victim of jamming attack if its SShigh
and PDR is low, and none of its neighbors havega BIS
as well as a high PDR. Another related techniqadied
the Location Consistency Checks technique, suggdeéste
[73] is based on the idea that if all the nearbigimgors of
a node have low PDR values, then either the nobleiig
jammed or the quality of the links with its neigihbds
poor. Given the above jamming detection technigtes,
strategies for defense against jamming attacks baes
suggested in the literature [75]: link-layer defens
frequency hopping (switch to a different channel) o
network layer defense — spatial retreat (legitimasers
change their location to escape from the interfezerange
imposed by an attacker).

Recently, the authors in [76] propose machine
learning/game theory-based approaches to defenu fro
jamming attacks. For single channel CRNs (the Sdleh
access to only one channel at a time), the SUS dios
through a Markov decision process [77]-based
reinforcement learning phase to learn the useferatng

could be intended to increase the attacker’s shérbe
spectrum resources, the malicious PUE attack igailp
targeted at preventing the legitimate secondarysusem
using the spectrum holes. More sophisticated PUiHclet
could be performed if the attacker has knowledgriithe
CRN. For example [85], an attacker can transmitindur
the “quiet period” of a CRN and masquerade as many
user to the rest of the nodes (secondary usergjuiét
period is the time period during which all secoydasers
desist from transmitting to facilitate spectrumsag.

PUE attacks can also be launched when the CRN makes
a frequency handoff (i.e. switches from one chartoel
another), leading to degradation in the data thinpugy For
a while, the TCP (transmission control protocobqass at
the transport layer of the sender side will be uaravof the
frequency handoff at the physical layer and willefxe
creating logical connections/sending data packétisowt
receiving acknowledgments. Perceiving this as an
impending congestion, the TCP process backs off and
doubles its retransmission timeout value, resulting
transient delays and packet losses. If an attaskable to
intercept the messages and predict the frequenogsba

parameters of a prospective jammer and then appiy Q used in a handoﬁ, he can launch the PUE attackath
learning [78] to learn and update any additional the old and new frequency bands, leading to taahork
information needed to train the decision engine for starvation. Such a manifestation of the PUE attack

maximum likelihood estimation. The decision engise
then used to derive the channel hopping sequencthdo
SUs so that they are highly unlikely to be exposethe
physical layer jamming attack. For multi-channel NGR
(each SU has simultaneous access to multiple ckanne
through multiple radios), the defense strategy ds t
randomly vary the transmission power to be usedtter
SU on these channels. The probability distributidrthe

disrupting TCP connections at the transport lagerailled
the Lion attack [86].

Several solutions have been proposed to defenastgai
PUE attacks. As suggested in [87], one could empbey
traditional option of a public-key infrastructurBKl) for
user authentication and require PUs to digitalyndiheir
messages using public-key certificates. Howevech sal
solution would require all PUs to own a public-key

allocated power on the channels is generated from aCertificate and mandatorily use them to digitalignstheir
Colonel Blotto game [79]-based decision engine. For Mmessages. Besides, it would require the SUs to be

higher spectrum throughput and efficiency, it woudld
better to switch between the control channels aath d
channels, according to a stochastic pattern thatnegate
a successful jamming attack perpetrated througmraia
hopping [80]. On similar lines (i.e., from a ganhedretic
perspective), stochastic  swarm
optimization algorithms [81] and Markov decisioropess-
based models [82] have been proposed to learn dbeut
attackers’ access patterns and detect jamming kattac
simultaneously initiated from multiple sources. Thb it

is not easy for an attacker to locate the frequexnannels
that would be in use between a transmitter/recepzer,
collaborative jamming (one attacker per channelytit
possible. It would be more prudent for the regutR

configured with the certificates of the PUs in thetwork
and/or use a centralized certificate authorityuthanticate
the transmissions. An important criterion for these
solutions is that they should not require any cleaimgthe
operating mode or characteristics of the primamraisin

intelligence-based[84], the authors suggest the use of a Distance Rast

(DRT) or a Distance Difference Test (DDT) to detiren
the location of a transmitting source and crosschee
transmitter location with trusted location veriie(LVs)
that have a database of the coordinates of theapyinsers
(e.g., TV broadcast towers) obtained through seGRPS
systems. The LVs need to be tightly synchronizeth wi
each other and exchange information in encryptech.fo
Still, attackers could subvert the LV-DRT/DDT ddten
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mechanism by transmitting signals from the vicinifya
primary user. A solution [88] to detect such PUekKs is

to measure the energy level of the received sigaats
compare them with that expected from an authentic
primary user. The assumption behind this stratsgthat
primary users (such as TV towers) have a fixedtlona
and the energy level of their received signal wohi
much stronger than that of the signals receivednfro
secondary users who are also often mobile.

As an extension of the above idea of using theivede
signal strength, in [89], the authors use the motibbelief
propagation, according to which the individual C&des
mutually exchange their individual beliefs/perceptiof
the received signal strength and then collectiddygide
whether or not the suspect is a malicious secondsey or
a genuine primary user. The classification functieed
could be as simple as computing the average obétief

32
Vol. 5, No. 1, April 2013

authentic means of identifying the transmittingreeu For
example, in [92], the authors propose to use thiawee of
the received signal power at the SU nodes to etdiitinz
“noise power” channel parameters’( an invariant
representing the channel transmission characts)stised
as the fingerprint to classify the suspected tragsions as
those from a genuine primary user or from an a#ackhe
hypothesis is that it may be possible for an agadk
emulate the primary user by making the raw valdeth®
received signal strength (and even the mean valitbf

a time period) to fall within the threshold limiis classify
suspected PUE transmissions; however, it will be
extremely difficult to emulate the PU channel
transmissions such that the variance of the redesignal
strength falls within a threshold. Though relativ@hore
credible, the fingerprinting-based solutions haveerb
observed to require large samples of training datavell

values received from each CR user and then checkingas more storage and significant computation plgsadi

whether it is below a threshold value (to classife
suspect as a PUE attacker). The CR nodes then iigutua
exchange their final decisions. The idea of usimgjeb
propagation is distributed in nature and does equire
any additional hardware or sensor nodes to beqidtie
CR nodes. Belief propagation is also vouched fdermtee
against the routing-towards primary-user (RPU) ckita
wherein the malicious nodes route large amouniaokets
towards or around the primary users to cause remte
around the neighborhood of the latter. The impegdin
delay incurred in data transmission along the CRe®
can be excessively high, especially if multiple ésthCR
nodes unknowingly end up forwarding the RPU packets
Belief propagation has been vouched for as a ssfides
defense strategy against RPU attack: To start with,
source establishes a route to the destination kigggo
through the regular route establishment processhEa
intermediate node exchanges their knowledge abwait t
belief values of every other node in the networkc©the
source node compiles the belief values from allribdes
on the source-destination path, it decides whetheot to
use the path. Potential malicious nodes are dedidsdd
on their belief values. Simulation results in [89,and 91]

processing overhead. It has been observed [93] dhat
coordinated extraction/analysis of the channel mpatars
coupled with cooperative/joint decision making can
increase the detection accuracy as well as redbee t
overhead at the individual nodes.

5.4 Objective Function Attack

The cognitive engine of a cognitive radio is resgpble for
adjusting the radio parameters (such as centeudrazy,
bandwidth, power, modulation type, coding rate, nrte
access protocol, etc) to meet specific requiremguish as
low energy consumption, high data rate, high secamd
etc). An attacker could launch an attack to mamiuthe
values of the parameters that he has on conttaliltw the
results of the objective function to suit his imtstis. For
example, consider a scenario (presented in [94])aof
cognitive engine attempting to maximize an objextiv
functionf composed of transmission rat®) @nd security
(S given by:f =w;R + w,S, wherew; andw, represent the
weights for parameterR and S. If the attacker gets to
know that the cognitive engine is attempting to mmaze f
by increasingS, he may launch a jamming attack on the
radio and reduc®, so that the overall value 6tould get

have shown that the belief propagation mechanism tolower. To prevent the value é6from getting lowered, the

identify a PUE/RPU attacker can converge quickly.
However, a major problem with the belief propagatio
mechanism to defend against PUE attacks is th#tef
PUE attacker colludes with one or more CR nodethén
neighborhood, then the calculations of the avetmgjefs
could go awry and the benign CR nodes would nailide
to effectively detect the presence of the PUE kéacTo
defend against the RPU attack, each node is esiihtat
maintain accurate record of the perceived belidiasfor
every other node in the network, which will incwot
much of communication overhead and bookkeeping
overload. Any error (could be also perpetrated by a
colluding CR node) introduced in the belief values
propagated by a node can poison the belief valoes f
every other node in the network.

Apart from the above, another category of solutions
(e.g., [92][93]) based on fingerprinting have beeoposed
for CRNs. These solutions are based on the idea o
extracting unique distinctive patterns in the aliti
waveforms emitted by a transceiver and use thesanas

cognitive engine may choose to operate at a lowaérev
for the security level. Though no concrete soludidrave
been proposed for the Objective function attacksjdea
proposed in [85] is to impose a threshold on tHaesfor
every updatabale radio parameter and stop
communication if the values of the parametersdatkide
the thresholds.

5.5 Smaller Backoff Window Attack

The Smaller Backoff Window (SBW) attack [95] is
launched at the MAC layer of cognitive radio netkeor
that employ the IEEE 802.11 DCF (Distributed
Coordination Function) as the channel coordination
mechanism. Typically, a node backs off for a randone
within a maximum duration window (determined based
the number of times the node has backed off sarfdrthe
maximum backoff duration when a node backs offthar

the

1Iirst time) to be able to successfully gain accesghe

channel. The backoff time should typically increagéh
every failure to gain access to the channel in rotde
alleviate channel contention in the neighborhood an
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provide fair chances for every node to gain actesbe
channel. However, a malicious node may not incréase
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reported by a CR node as well as its reputatiorueval
(initialized to 0 and incremented by 1 for eachreorlocal

backoff timer and may indeed operate with a smaller spectrum report). A similar trust-based scheme was

backoff window for successive (re)transmission rafits.
This is a denial of service attack on the MAC layar
cumulative distribution function (CDF)-based sabutiis
available in the literature (first proposed in [%6]d later
enhanced in [97]) to detect and quarantine nodexlang

proposed in [70] that (in addition to the reguladas) also
assigns a trust factor for permanently maliciouseso—
“Always Yes” and “Always No” nodes — such that the
reports from these malicious nodes help to identiify
malicious nodes that are only sometimes faulty.

SBW attacks. The idea is to have a node observe the

transmission attempts of its neighbor node and ewenp
the observed CDF of the backoff time window withttbf

5.7 Cross-Layer Attacksand Solutions
In [97], the authors design cross-layer attacktegias

a theoretical hypothe“ca' CDF, expected of a non- (i.e., Simultaneously |aUnChing attacks at morentbae

malicious node in a certain neighborhood. If thése
incidence of a series of mismatches between therobd
CDF and the expected hypothetical CDF within aaiert
time period, then the neighbor node is flagged crals
and an alarm can be raised to notify the intrusietection
system (IDS) for the network. As a long as the Ha8e is
not compromised, there are good chances that theeab

layer of the TCP/IP protocol stack) and propose
appropriate defensive solutions to combat theseksdt A
cross-layer attack is defined as a collection dhckt
activities conducted coordinately on multiple layef the
TCP/IP protocol stack to achieve specific attacalgolt is
being argued (in [97]) that with a cross-layer @ttathe
attacker can increase the damage at a lower ridieiofy

scheme will work and incur fewer false negatives. detected, relative to launching an attack at alsifayer.
However, the scheme is vulnerable for many false FOr example, one can effectively reduce channgzation
positives as its success depends on the perceived®y Simultaneously launching physical layer attaBkJE

neighborhood density and knowledge about
transmission requirements/attempts of every nodéhén
neighborhood to generate an accurate hypotheti€dt C
that can be expected for a neighbor node.

5.6 Spectrum Sensing Data Falsification (SSDF)
Attack
The SSDF attack (a.k.a. Byzantine attack) [98,H2@)pens
when an attacker sends false local spectrum senssudts
to its neighbors (for a distributed CRN) or a fusicenter

the attack, SSDF attack and etc) in coordination witkl/&C

layer attack (CCC Denial of Service attack, SmatBoff
Window attack and etc) rather than launching theciton
just one layer. Nevertheless, there are some stttk
need to be launched across more than one layedéar to
fructify the attack. For example, to cause intafee at
the PUs, the benign SU nodes should fail to deteet
presence of a PU (this can be done through an S&BE&k
at the physical layer) and the routing protocolutiche
attacked at the network layer to facilitate the ioialis

(for a centralized CRN) to make them take a wrong nodes to route the packets towards the benign Sléso

spectrum sensing decision.
distributed CRNs is hard to control because theefal
information can propagate quickly; whereas,
centralized CRN, the fusion center (that colledtstlze

A Byzantine attack onwho are close to the PU.

Binary trust-based defensive solution has beenqsegh

in a to mitigate the cross-layer attacks. The idea is to

concurrently run the defense modules for each layer

sensed data and makes a decision on which frequencglassify the attack at a layer with a Yes/No (@égision.
bands are occupied and which are free) can ledsen t The per-layer binary results reported from eachenack

impact of false information by comparing the daeeived
from all the CR nodes.

gathered at a monitoring node (deployed for intwsi
detection) and the results are weighted to calewdatross-

One category of data fusion techniques proposed tolayer overall trust value for the node. A cumulativust
detect the Byzantine attack are based on the ti2@] of value for the entire neighborhood is then deterdhin@sed
summing up the number of sensing terminals repprtin on the individual cross-layer overall trust valudkdes
“busy” and if the sum is greater than a fixed thodd, that consecutively report results that are abnorerad
then the channel is considered to have been oatupie different from majority of the neighborhood aregiiged as
Distributed approaches (e.g., [101]) to arrive at a malicious. Since the trust value for a node is Wated
consensus among the sensing terminals have also beebased on the multi-layer response, the number Isk fa

developed. While a threshold value of 1 (one atadk
sufficient to mislead the neighborhood) may triggeveral
false alarms; a larger value for the threshold @¢dehd to
detection misses (i.e., the presence of a primaey may
not be detected) and could be still prone to Byiment
attack if multiple attackers collude.

Another category of data fusion techniques propdsed
detect Byzantine attacks is based on the notiotrust
factor/indicator, typically built up based on theasp
behaviors. The trust value for a node increaseslglwith
time due to good behavior but decreases quicklytaiad
behavior [21]. In [22], the authors proposed a dation

positives resulting from the cross-layer defensigproach
is likely to be lower than the single layer defemsi
strategies.

To mitigate the chances a TCP session from being
intercepted and subjected to a PUE attack/Lionclatta
during frequency handoff, the authors in [86] sigjge
cross-layer data sharing between the physical mmdport
layers. This would facilitate the TCP session &efe the
connection parameters until the frequency handeff i
completed and adapt them to the new network. litiadg
a group key management mechanism could facilitage t
CRN members to encrypt, decrypt and authenticath ea

technique called the Weighted Sequential Ratio Testother and prevent an attacker from intercepting T

(WSRT) that takes into consideration both the ddtatus

session/frequency handoff to infer the control paagers.
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6. Conclusions

In this paper, we have presented an exhaustiveweand
analysis of a host of issues and mechanisms thvat theen
proposed in the literature for cognitive radio netks,
with regards to the medium access control protogotse
slotted and random access protocols for
infrastructure-based and infrastructure less CRNsiting
protocols (protocol solutions based on full spettru
knowledge and local spectrum knowledge) and tramspo [7]
layer protocols (issues for effective design of r@atocol
solutions, and existing solutions based on crogsréal
and layer-preserving approaches). In the laterqfgraper,
we have analyzed in detail the various securitackt
(control channel saturation attack, primary useulation
attack, small backoff window attack, jamming attack
objective function attack and spectrum sensing data
falsification attack) and solutions that could teplkbyed to
counter these attacks. The security attacks ardilyréhis
paper are characteristic of CRNs. In addition teséh
attacks, a CRN could be subjected to security lettgior
example, routing re-direction based sink-hole arelldH
flood attacks on multi-hop topologies) that are
characteristic of wireless networks in general.

From a design point of view, a common thread that
should be prevalent in any proposed mechanism RN
is that the solution should not require the primasgr to
be capable of adapting its transmission parameheesto
the presence of the secondary CR user. In fadteaded
user need not be even aware of the presence of the
unlicensed CR users, and there should be no appieci
degradation in the quality of service for the priynasers.
While the solutions proposed for centralized and/or
infrastructure-based CRNs are typically construed t
provide performance benchmarks for the appropriate
paradigm, the solutions proposed for
distributed/cooperative and/or infrastructure lesk hoc
CRNs capture the practical difficulties and perfanoe
bottlenecks in real-time implementations. Most bk t
active research conducted in the area of CRNs éas ko
far focused on spectrum sensing, allocation andirgha
and medium control access. Recently, the research
community has also started looking at developméend-
to-end solutions, starting from the routing protscand
transport layer protocols, which are needed to/ fidblize
the potential of cognitive radios from an applioati
standpoint. Of course, security of the underlyirigNCand
the end users would also need to be a key ingridesign
criterion for any proposed solution.

(5]

both 6]

(8]

9]
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