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Abstract: Low rate wireless sensor network has been used &g. Zigbee, ISA 100.11a, Wireless HART, can previd
industrial plant for certain production monitorimdnich have slow higher speed up to 250 kbps but narrower coverags]
production rate. In the case of adding productiove lin the [7]. Some others which only define physical laysing ISM
different building within one factory area, relagdes are needed t0 h3nd can provide larger coverage but slower spgedou
increase monitoring coverage and connectivity amahgodes in 10kbps [8]. Then, users need to identify their eyst

the plant area. This paper presents the perfurenaf relay node . . L
message scheduling scheme for extending morgtoairea of requllrement in order to create low cost and reaé tivireless
monitoring system.

production plan by using low rate wireless ssgnnetwork. The s . o .
simulation results demonstrate that the distanceramber of hop Aside from those different specifications, all éss
from certain relay nodes to the sink affect messameto end delay. network protocols have similarity in the term of ssage
Furthermore, increasing message rate generateglény nodes scheduling. Typically, there are two types of tisiet or
also contributes in leveraging end to endayledf each message frame for message scheduling. The first type isicdeed
due to increasing queueing delay. time slot or it is also called as guaranteed tilog Fhis type

Keywords: Low rate, Wireless Sensor Network, ExtendingOf time slot is used by certain devices to transmiteceive

Monitoring Area, Relay nodes message from other devices. The second type igdline
. slot. This type of time slot is used by all devidssusing
1. Introduction CSMAJ/CA scheme to occupy that time slot.

. . Practically, for the network with periodic traffgeneration,
There are several n_etwork prptocol options for _rtm_rmg TDMA scheme is mostly employed due to its capapbilit
production process in industrial plant. At the tflrs\/lr_ed provide deterministic service. As given in [9], |
networks are employed to connect several controlsunpropose low and high traffic scheduling scheme gisin

including sensors and actuators either for MOMIOr o jicated time slot to modify superframe for messagh
controlling devices. Some of popular used netwatkqgrols different period generation. Based on their experitn

are CAN bus [1] and modbus [2]. However, due todakle  gopoqapility of all messages in the network cam b

installgt_ion cost a_nd mobility iss_ues, wired netkmar_e ot calculated by considering smallest period amongseges
beneficial to be |m_plem(_ented in the large Scalwml with the number of message in the network. Otherkwo
area. Thus, employing ere_less networks becomenraitiere related with dedicated time slot using graph apgio
solution to overcome those issues. given in [10]. In their scheme, authors can minenpgacket

Previous wo_rk on determmls_nc wireless sensor Dd“'h‘f"s delay from source to sink by employing informatiointime
been investigated to exploit the performance ofeless tﬁm direction

nodes to decrease power consumption and maximee §, ,ccommodate periodic traffic in wireless extensi

covelrage. In 3], au'ltahorshcan lreduc_e power c(;)nsjumpbly network using relay node in production plant, thégper uses
employing TPSMA, but they also point out tradeathbeen 4o jicated time slot approach for scheduling allsages in
coverage an(_j power consumpt_|on In the_|r conglusﬁm_ltner the network. Then, each relay node is assigne@ioetitne
similar work is also presented in [4] by iImprovipgevious g \yhich is not interfering other relay nodes hit its
work in [3] and applying it in the area with somestacles. ansmission range including hidden node problert].[1
The resul_ts show that the proposed ”.‘e‘h_Od prowgh h Through this method end to end delay and the Inzttle of
coverage in smaller T‘“mbef of node. Being inspingdhose this approach are investigated for further impletagon in
previous works, this paper cover the performance e production plant

detervrcg\;\slﬂc network of wwele_sz sen_s?r net_vvorlnglskg/v Then, this paper is organized as follows. Sectiqresents
rate to connect some industrial MonItoringaams ,\aniew of wireless monitoring system in a factasea

the contribution, this paper model the network perlance \ich highlights message scheduling on dedicatee lot.

by usllng quTumg modeldto_facl:)l|tate(j engmeerﬂt;ctntrfar Section 3 presents synchronized relay nodes message
complex wireless sensor design based on NEtWOrKIGINL o4y ling. Section 4 presents simulation resulestly,

and maximum capacny_. . _ conclusion and future work are given in Section 5.
In the case of using wireless network protocolifatustrial

plant, there are several aspects to be consideried fo
decide which devices and protocols to be implentergeme
devices employing IEEE 802.15.4 MAC protocol stadda
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2.2 Topology of The Wireless Monitoring System

The specifications of wireless sensor devices usgedhe
factory in which this scheme is implemented argedisin
Table I. Due to the long time average productiote r@and
Figure 1 shows the network topology used to describdarge area of production plan, this factory regui@v baud
wireless monitoring system in a factory area wrionsists rate but longer radius. As the consequence, thasameters
of several production plants. In that figure, evprgduction will affect the size of time slot and superframe.

plant is covered by indoor field devices (IFD) whicollect

2. Wireless Monitoring System in a Factory
Area
2.1 Topology of the Wireless M onitoring System

Table 1 Physical Layer Parameter of Wireless Node

production result in certain step. After collectinprmation,
. . ; : Parameter Value
IFD send those information to sink through indoggragator
(IA) and relay node (RN). Frequency 433 (ISM band)
Radius 100 m
’--—_-.<—_"'.,_./_"'"—\—_-..
s B Y » }Iﬁelay Power up to 20 mw
(9908
\\_______#__M_ _{*(____\_<___F/ Baudrate 9600 bps
//\\ /\ //\\ /\\ _— Modulation GFSK
f O ; | e layer
) ; O B Interface with other device UART/TTL
Plant-1 Plant-2 Plant-3 Plant-n
7 20x(n+ 1) ms
) Indoor field device ) Sink node
Indoor aggregator ® Relay node
Figure 1 Network topology of wireless monitoring system in Us e | e s
a factory area
In that system, it is assumed that carrier frequenc
interference between adjacent production planteglatted
due to the th|ckne_ss of production plant wall. As tesult_, T ‘SIFS| or ‘ 6
message scheduling delay among IFDs and 1A in
production plant can be faster due to shorter $tgree and
free message collision in the air. To shorten enend delay A255a0ms
from IFD to sink, each RN is assumed to have tweraras 1.8867 rrs
which accommodate two carrier frequencies. Thus, &N —
serve message reception or transmission with diherand 25ms
IA simultaneously. 25ms
The radius of RN radio in that figure is depictgdtbe fine ey
dashed line which cover two RNs .SUCh as Shov_vmin sode Figure 2 Description of superframe on wireless monitoring
and RN located at plant-2. That fine dashed lin@msehat system

sink node can hear packet sent by RN located at-gland _

vice versa. Message collision between sink anddrisited at Figure 2 shows the concept of superframe and tiloe s
plant-2 occurs whenever those nodes send messatie atconfiguration of wireless monitoring system. In tttigure
same time. However, in case RN located at plané3ds One superframe consists of beacon time slot (BT8)ather
packet at the same time with sink, collision in Ridated at time slots (TS-i, i=1,2,...,n). BTS is used by atinator node

plant-2 can occur. That type of message collisowradlled
hidden node problem which becomes concern of énep

to inform IFD or RN about time slot availability wther IFD
or RN can use certain TS-i or not. TS-i is usedHiy or 1A

This wireless monitoring scheme employs TDMA whicHO send monitoring report and it can be set intdiciked

relies on node coordinator to manage time slotcation. In

time slot or shared time slot if needed.

this scheme, coordinator node is represented byrieach The size of time slot in that figure is riened to be 20
production plant and sink node outside productidantp ™S which is derived from baud rate (B) of used lese
building. Those node coordinators manage time sl@€Vvice. Each time slot consist of data, short ifreeme space

occupation by informing every nodes about theirsgubty
to send message in the beginning of superframe.

In the case of relay node based network, for retapiessage

to the sink, message scheduling is handled by sgnizing
all relay nodes at the beginning of operation. Ateing
synchronized, all relay nodes will transmits anaeree
message at allocated time slot which is elaborateltail at
the following section.

(SIFS), acknowledgement (ACK) from receivendalong
inter-frame space (LIFS), which each item sizeGd{tes, 2
bytes, 3 bytes, and 3 bytes. By accumulating ath& and
multiplying by symbol period which is derived froBhand8
bit/byte, the size of time slot can be calculatedshown in
the following equation.

Se, = (Soata + Surs + Sack +Ses) X 8
S-i B (1)
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receive message. The size of superframe is cadculpy
neglecting every possibility of collision among aklay
nodes. To elaborate the way to calculate superfratre

The use of relay nodes in order to extend moniprinstudy case of relay node is given in Figure 4.

coverage is inspired by hidden node problem. Incthee of
hidden node problem collision in the receiver cacuo if

two node which cannot communicate each other send

message at the same time to the same receiver Asdée
result, the receiver node cannot receive any messad two
sender cannot get ACK packet from the receiver.
Message scheduling in the existence of hidden i®det a
new case. There are some papers which elaboraseliiteon
for this case. CSMA/CF protocol in MAC layer is posed
in [12] to relocate collided packet from contentiancess
period (CAP) to contention free period (CFP). Téihieme
requires the coordinator to detect source addrésthe
sender prior to reallocate sender node packet twagteed
time slot (GTS). Other method using group acces#oge
(GAP) in CAP is proposed in [11]. In that schemehea
cluster which does not overlap is assigned theilPGAr
using CSMA/CA protocol to avoid collisions in thater-
cluster receiver.

Based on literature study, most of papers concgrinimelay
or hidden node case propose their solution for énigipeed
and famous protocol such as IEEE 802.11 or IEEERS0.
Moreover, their solution mostly relies on using toion
access period by modifying CSMA/CA algorithm. Inath
case, it can lead to unpredictable message schgdigiay in
high traffic condition which is not good for reghe system.
This paper, as far as surveying other achievenentgeless
sensor network, can be considered as the pioneer
employing TDMA scheme in low rate (9600 bps) ISMhtha
(433 MHz). This TDMA scheme is applied by synchrimj
windows for message reception and transmissiontiaridg
synchronization among all relay nodes. By applythgs
scheme, it gives easiness to predict network pmdace in
order to escalate network size in the future. Faurth
explanation of this scheme is provided in the foilg
subsection.

3.1 Synchronization of Relay Nodes

Prior to run SRNMS in the network, all relay nodd®uld
be synchronized to determine which window they wéhd
and receive message from others. This synchroaizadt
done by passing synchronization packet, which doesta
counting number of relay node, to the end of relage.
After reaching the end of relay node, the packdtlva send
back to the sink to start superframe for messagedding.
For better understanding, the illustration of relagde
synchronization is given in Figure 3.

In the figure 3, every time window for transmitting

Sink RN-1 RN-2 RN-(n-1)  RN-n

_\

.5 I 20 ms
o = i @ s
§ -
c s
- 40 ms H \

Ca
A//- -
/ T
‘/ e ~a)

—» Packet received by the next node
—-» Packet heard by the previous node

Figure 3 Timing diagram of Relay Synchronization

sink RN-1

in

[

M M M a M

— Messages from previous relay node ~=--# Messages from plant layer (1A}

Figure 4 Example of relay node in the network

Suppose, RN-1 sends message to sink which canbalso
heard by RN-2. In that condition, collision occither RN-2
sends message to RN-1 or RN-3 sends message to&N-2
already explained at the previous section. Howevee,
collision will not occur when RN-4 sends messag®io-3.
Due to that fact, RN-1 and RN-4 can send messagdheat
same time. The same condition can be applied t@Riich
makes RN-2 and RN-5 can send message at the same ti

Table 2 Transmission Restriction of Relay Nodes

Sender | Interference
Node Sink RN-1

RN-2 RN-3 RN-4 RN-

5

Sink

RN-1

synchronization packet is set to be 20 ms followtimg size

of time slot used in this scheme. When synchroiumat
packet arrives back at the sink, the end to endydedn be
calculated which happens to be (2n + 2) multipbgd20 ms.

In this synchronization part, 40 ms is added fosugimg

whether next node exist or not. The absence of nede is

detected by the inability of last node to hear gadtom next

node.

After getting information regarding the number otlay

nodes, each node will calculate the superframe aize

determine which window or time slot they lwdend or

RN-2

RN-3

RN-4

o|o|o|o|r|o
o|o|kr|r|o|+
o|rk|rk|olk|+
PR |o|kik|o
~lolk|r|lo|o
ol |r|o|o|lo

RN-5

Those time slot restriction can be summarized Trable II.

In that table, the existence of interference istsytimed by
"1’ which means there is interference and '0’ whinkans no
interference. In the case of RN-1 sending mesdaged on
that table interference occurs if sink, RN-2, amdtRsend
message at the same time.
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In order to calculate the size of superframe, itdsessary

to consider the following rules.

Sink node also acts as the coordinator thetismits
beacon message to synchronize all relay nodies
power transmission may also be amplified to reath a
relay nodes

There is no simultaneous slot occupation with beaco
time slot. It is because beacon time slot is used f
synchronization or broadcast information to allayel
nodes.

Relay node can only reach direct neighbor relayesaas
explained before. For example, RN-2 can only reRish

1 and RN-3.

Time slot occupation after beacon time slot shaodd
done consecutively. For example, first time slot i
occupied by RN-1, second time slot is occupied byR
and so on. Further explanation about assigning $loteis
given in Algorithm 1.

Number of simultaneous slot Nss at a stpene is
calculated as :

NSS:[NW—RN-"
3 @

Algorithm 1. Creating superframe for synchronizethy

node message scheduling

A WN P

~N O O

8.
9.
10.TSlot = TSlot + 1;
11.end for

.MaxRNode = N;

.RNode=1; simRNode=1; TSlot = 1;

.for RNode = 1 to MaxRNoddo

.if RNode is not assigned time sltten Assign

.end if
.for simRNode = RNode + 1 to MaxRNode
.if RNode and simRNode have no interferetioen

RNode to TSlot;

Assign simRNode to TSlot;
end if
end for

which Nmax—RN is total number of RN in the netlwor

For five relay nodes as shown in Figure 4, the tisie
configuration is given in Figure 5. In that figueyery time
slot is associated with certain relay node antrgissmission
direction. Second row time slots depict the simmétzus
message transmission which is conducted by twg reddes,

e.

g. relay node 1 and 4, that are not interferaxcheothers as

given in Table II.

3.2 Delay Calculation on Relay Nodes Based Networ k

End to end delay calculation is created by obsgnthe
travel of one message from certain nodette sink.
For example, RN-5 in Figure 4. receives messhtye, from
the

T Entering relay node l Leaving relay node
rq,n rr,n
RMN-n in in
| |
i 3 Iq,E rr,E
i i i a
RN-2 et = = = P in in
' | rg,l rf 1
RN-1 _: _______ I in in

End to end delay
Figure5 End to end delay of a message in relay node based
network

plant layer (IA) at building 5 at which i is indeX message.
Right after arriving at RN-5M;> will enter transmission

Squeue/buffer which is assumed to be very huge size

closed to infinity in this case for simplicity. Ashe
consequence, there is no buffer over flow or messhgp

in the system in case of arrival rate of the messisg
bigger than the service rate of the relay nodeesyst

After leaving transmission queul!;® will be transmitted to
the next node which is closer to the sink (RN-4)that relay
node, M;> will also entering transmission buffer for certain
times until all messages in front B> are sent to the next
node. All this procedures are repeated sink as Ishiow
Figure 6.

Then, the formula of end to end delay of a meségjgas
shown in Figure 6 can be constructed ag follows.

1 £ =)t )
eed _ ot in in?

ti,n - Z:tic,‘nJ +flit,r{' j=n ()

j=n

which B and B3 mean gueueing delay and transmission
time of Min at relay node-j respectively.

By modelling end to end delay of that relay nodseoh
network using queueing theory [11], the new fornuda be
derived as follows.

o 1 t-q'j i
o =) gt
i,n zn 7 — ,0 i,n

: ' @

q.] n
which ti’“ andp mean average residual delay Mi at

node-j and utilization of the system respectivdResidual
delay is the delay experienced by that message foriarrive
at assigned time slot in the superframe as shoviiguare 5.
For simplicity, this paper assumes that residu#hydef all

messages follow uniform distribution which is eqtmlhalf

of superframe size (40 ms). Utilization of the systcan be
derived from the comparison between arrival ratd sarvice
rate of the system which is
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80 ms
Beacon RM4 — Sink | RN2 — RN 1 | RN3— RN2 Beacon RNq — Sink | RN2 — RNq | RN3 — RNz
\I_r
AW ..
RMs— RMNs | RNs — RN 4 RMNg —RNs | RNs — RNy
£,
e -
-~ _' Residual delay _ 20ms
Amival time of

massage in RMy

Figure 6 Superframe configuration of relay node messagedding

RN-4 receives message from RN-5 every 500 ms andtl,
its building every 800 ms. Then, arrival rate fr&N-5 is 2

messages per second (mps) and from IA is 1,25 Apthe

result, arrival rate of RN-4 will be 3,25 mps.

In case of service rate, this variable is deriveaf the

scheduling of time slot for certain relay node. kwstance,
RN-4 is assigned in time slot 1 right after beatiowe slot as
shown in Figure 5. During one superframe, RN-4 dtasce
to send only one message every 80 ms. As the rehalt
service rate of RN-4 is 12.5 mps.

4. Simulation

Simulation environment in this paper is built incGde by
using GCC compiler with topology as shown in Figdre
Messages in the network are generated by plant kaith

certain message rates. Those messages have tdiverede

—*—node 1
151 —8node 2 o .
—6—node 3

—o—node 4
—A—node §

Delay (seconds)

L | L
05 1 15 2
Plant layer traffic (messages per second)

Figure. 7 Average end to end delay on relay node scheme

The result for delay measurement on each relay isgieen
in Figure 7. Based on that figure, as the distanesveen

to the sink by using synchronized relay node messaéelay node and sink increases, the end to end delaythat

scheduling as explained in the previous sectiooutin relay
nodes based network.

The bit rate used in each relay node is set to G dps.
The size of data used in each message is 16 ykgling
the header of message which contains source atidatem
address and also other message control bytes. dson
behind this small size of data is becasuse induistgtwork
requires small data exchange which contain statuewtrol
data periodically. As the consequence, the sizéna# slot
for each relay node and the size of superfram@@mas and
80 ms respectively as already explained in the ipusv
section.

4.1 Performance Result and Evaluation

In this subsection, delay characteristic and thinpug of
relay node based network are evaluated in detailexiploit
the performance of this relay node based netwookklvads,
which are generated from plant layer, with diffdéreate
(mes- sages per second) are given. Those worklasgls
generated periodically which follow normal distrilmn from
0.2 mps to 3.0 mps.

(®)

relay node to the sink also increases. This resdtrs due
to the increasing number of transmission needettliver a
message to the sink as shown in Figure 6. As amgea
message end to end delay of RN-5, at plant layéfidr0.2
mps, is bigger than message end to end delay o4 Riich
is 0.4 seconds and 0.32 seconds respectively.

In other aspect, the end to end delay from allyrelades
increases slowly as the plant layer traffic incesasThis
result happens because of increasing number ohéssages
in the buffer of each relay node. As the resultugireg delay
at each relay nodes increases and affects theoegrtitdelay
of each message as already given in Equation 3.

There is one point in Figure 7 at which end to dethy of
each relay node starts to increase dramaticallys Tésult
happens due to the throughput bottleneck at RNtthdsink
as given in Figure 8. The fact that throughput BFRto the
sink goes constantly (around 12.5 mps) from playei
traffic generation 2.6 mps shows the existence iok |
congestion which leads to increasing of quepetelay
occurring in relay node 1. As the consequence,terehd
delay of all messages increase dramatically becalise
messages should travel through RN-1 prior to arat¢he
sink.
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—¥— node 1

throughput (messages per second)

H i i L L
0 0s 1 15 2 25 3
Plant layer trafiic (messages per second)

Figure 8 Throughput on each relay node

5. Conclusions and Future Work

This paper presented a network extension on indugtiant
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[8] I. Akyildiz and M. C. Vuran, Wireless Sensor Netwsrk
New York, NY, USA: John Wiley & Sons, Inc., 2010.

[9] F. Dewanta, F. Rezha, and D.-S. Kim, “Message sdimedu
approach on dedicated time slot of isal00.11a,”1@T
Convergence (ICTC), 2012 International ConferenceQut,
2012, pp. 466-471.

[10] Y. Chung, K. hyung Kim, and S. wha Yoo, “Time slot
schedule based minimum delay graph in tdma supporte
wireless industrial system,” in international Caefece on
Computer Information Systems and Industrial Manzeye
Applications (CISIM), 2010, oct. 2010, pp. 265—-268.

[11] A. Koubaa, R. Severino, M. Alves, and E. Tovar, “hong
quality- of-service in wireless sensor networks rigating
hidden-node colli- sions,” IEEE Transactions on usitial
Informatics, vol. 5, no. 3, pp. 299-313, Aug 2009.

[12] S.-T. Sheu, Y.-Y. Shih, and W.-T. Lee, “Csma/afotpcol
for ieee 802.15.4 wpans,” IEEE Transactions on isdar
Technology, vol. 58, no. 3, pp. 1501-1516, MarcA20

[13] D.Bertsekas and R.Gallager, Data Networks second
edition. Prentice- Hall International, Inc., 1998¢.

for monitoring production process using low rataeldss pp149-240.

sensor network. This network extension in this paise
developed by using relay node based network which
transmits message to the next relay nodes and sink
synchronously and simultaneously. Based on sinmati
results, the end to end delay of each relay nodesage is
affected by the distance between relay nodeth® sink
and also the plant layer traffic which is usasl the
workloads for this simulation. The bottleneck instmelay
node based network happens in RN-1 which createsatic
increase of message end to end delay from eachmetke.

For the future work, we will try to improve thislag node
scheme method by employing other famous protoaci si$
ISA100.11a or Wireless HART and combine TDMA based
and CSMA based approach.

References

[1] X. feng Wan, Y.-S. Xing, and L. xiang Cai, “Applidat and
implemen- tation of can bus technology in industasl-time
data communication,” in Industrial Mechatronics and
Automation, 2009. ICIMA 2009. International Confereran,
May 2009, pp. 278-281.

[2] E. Joelianto and Hosana, “Performance of an indlisiata
communication protocol on ethernet network,” Wireless
and Optical Communications Networks, 2008. WOCN '08.
5th IFIP International Conference on, May 2008, bb.

[3] H. Z. Abidin, N. M. Din, N. A. M. Radzi, “Determiniic Static
Sensor Node Placement in Wireless Sensor Netwar&doban
Territorial Predator Scent Marking Behavior”, Intational
Journal of Communication Networks and InformatiociBity
Vol. 5, No. 3, pp. 186-191, 2013.

[4] Franco Frattolillo, “A Deterministic Algorithm forthe
Deployment of Wireless Sensor Networks”, Internagio
Journal of Communication Networks and InformatiociBity
Vol. 8, No. 1, pp. 1-10, 2016.

[5] H. Hayashi, T. Hasegawa, and K. Demachi, “Wireless
technology for process automation,” in ICCAS-SICE, 200
aug. 2009, pp. 4591 —4594.

[6] N. Baker, “Zigbee and bluetooth strengths and wesdewfor
industrial applications,” Computing Control Engineeri
Journal, vol. 16, no. 2, pp. 20 —25, april-may 200

[7] K. Al Agha, M.-H. Bertin, T. Dang, A. Guitton, P. kt, T.
Val, and J.-B. Viollet, “Which wireless technologyorf
industrial wireless sensor networks? the developroéocari
technology,” IEEE Transactions on Industrial Elentcs, vol.
56, no. 10, pp. 4266 —4278, oct. 2009.



