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Abstract: Wireless Sensor Networks (WSNs) have been Hnk - level congestion due to contention in the M3/Aany
current trend in the research field and has masyeis when there congestion detection mechanisms have been carrigd o
based on packet loss, throughput, packet serviedic.

Early research works were carried out based onostal
sinks [1] which was aimed in prolonging the netwdifle
time and balancing the energy consumption. Thetiegis

) _ S mechanisms are not aimed in a congestion contrakedell
protocol with N -sinks that solves the data disseton problem 5o query driven network. Also when there are migltip
leading to congestion. We construct a dual level gtructure to  mobile sinks, data has to be reported to the optsirk
trail the locations of all the source nodes thapores the without congestion and that is focused in our papethis
information to the mobile sinks by monitoring thetwork in a paper, we propose GCCP-NS, a hierarchical methggolo
hierarchical manner. As an added advantage, it aidslata that considers the data dissemination mechanisim Mit-
dissemination based on query flooding from the ieotinks using Sinks that are mobile and has a congestion control
quorum based method within each cell in the grid avoids framework. Throughout the sen§or field, ou-r propose
congestion in an effective manner. Simulation tsssthow that our protocol constructs a dual level grid structurdrel all the

roposed protocol outperforms the other schemésrins of packet locations of the source nodes rather than buildeggrid by
P _p p P _ P each node. This is done by electing a node as @&wnaorwde
delivery ratio, energy expenditure and throughput.

for queries from sinks on occurrence of any eveath cell
in the grid has the monitor node that does its joba
hierarchical manner. Thus our approach is both teaed
query driven and the early works were carried epasately
and did not include both the mechanisms. Whenegreay
pops up from the sink, the required data is dissatad
A WSN is self-possessed of a sensor field with mlmer of using the quorum based method that sends the iaf@mm
sensor nodes and sinks. These nodes sense thersling about the source node i.e. the target to the madiilk.
environment and report the information to the sitikeugh Though the other nodes that are close to the siakrathe

multi hop communication by performing some restdct Progressing path, they are not considered and thelynode
computation with the limited battery supply. Alletmodes that has the shortest distance will be chosen wisidiased

on the greedy geographical forwarding. The reshefpaper
is organized as follows: Section 2 describes abmitelated
work that were carried out earlier. Section 3 haldsdetails
about the proposed protocol design. Section 4 Ihas t
performance analysis and we conclude the paperSeithion

5.

are multiple mobile sinks. Data dissemination geitical as their
locations have to be repeatedly updated and resnltiuge
consumption of the restricted battery supply inssemodes. In this
paper, we propose GCCP — NS, a grid based congestiatnol

Keywords. Congestion, Data dissemination, Grid, Mobile sink
Wireless sensor networks.

1. Introduction

have the role of a data router and an event detaioeless
sensor networks have been ubiquitous in variouScaions
like battlefield surveillance, habitat monitorinigealth care
monitoring, and environmental monitoring that ir#s
flood warning, earthquake warning etc. An extensargge of
dynamic information has to be reported frequentlysuch
critical situations which is a challenging taskirtSN. Many 2. Related Work
other challenges also arise based on the natur¢heof
application, size of the network and the numbemaifes and
sinks.

One of the most critical issues in WSN is congestiontrol

as when congestion arises near the sink, it becanhesspot
and magnifies into an unacceptable level of paldsst. Due
to this packets have to be retransmitted again lwhi@ins
the limited battery supply which can lose the pxtbverage
of sensing area. In a densely deployed large ssafsor
network, it becomes much critical to replace the kupply

batteries and can possibly cause congested paakaisid

the sink thereby decreasing the desired through@ut.
transmitting and receiving packets, sensor nodestlyntose

their battery power leading to a congested netwdhis can
be either node - level congestion due to bufferrftase or

WSN is designed to be deployed based on the afiplica
requirements for various infrastructures. The wddne by
Mohammed et al [3] uses a Drop / Mark activationction
and drops packets by comparing the predicted aogved
changes in the queue level. This gives an idea hudthver
packet dropping has to be made or not. Nazir ef4jl.
proposed a mobile sink based routing mechanism [R)SiR
which the mobile sink gathers the sensed data fthen
cluster heads that have the highest energy arotmd i
neighborhood. Thus the hotspot problem is resolviga the
sensor node that has the maximum energy nearnkeasd
would not obviously drain fastn [5] a new protocol named
LO — PPAOMDYV is proposed which combines the routing
metrics link quality and MAC overhead and gives a
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normalized routing load and good packet delivetjoran
Traffic Aware Dynamic Routing (TADR) [6] two hybrida
potential field are used to alleviate congestionusing the
depth of node and queue length and clears the adesta
associated with congestion.

The work done by Li et al. [7] controls congestifor
multiple class of traffic, schedules packets andecis
congestion based on dual buffer threshold and weigh
buffer difference. The congestion control mechariisifi] is
a priority based rate control mechanism which digtishes
between a real time high priority and low prioritgffic. The
real time traffic requires high reliability and loatency and
the level of importance goes high when comparet win-
real time traffic. Congestion Control and FairnéS€F) [9]
is a distributed algorithm which ensures fair defiv of
packets within a sensor network and eliminates estign.
In this algorithm, the average rate of each nodmlsulated
and that rate is divided among the child nodesdjost the
rate when queues are about to overflow. Thus cdioges
information is implicitly reported and the rate astiment is
exactly based on the available service rate.

Congestion Detection and Avoidance (CODA) [10]nemrgy
efficient congestion control scheme for mitigatoangestion
that uses an open loop backpressure mechanisngsadcl
loop multi-source regulation scheme and a recebased
congestion detection. Channel
occupancy is monitored by each sensor node andequ
length is used for detecting congestion. It alsesten AIMD
rate adjustment and explicit congestion notificatio
mechanism. Fusion [11] uses prioritized MAC withpHay-
hop flow control that has rate limiting to assuagegestion.
Thus it achieves better fairness and increasedudimut
when compared to the other schemes. Interfereneeeakvair
Rate Control in Wireless Sensor Networks (IFRC)] [d&es
multiple buffer thresholds for each node. When hludfer
size of a node is about to exceed a predefineghbtd level,

it requests its neighbour to decrease the senditegthereby
ensuring fairness. Wan et. al [13] uses a reliaidasport
protocol namely Pump Slowly Fetch Quickly (PSFQ)iakh
supports a scalable transport mechanism for medtieg
needs of different data applications and providgilility.
Cross Layer Protocol (XLP) [14] achieves congestio
control, MAC and routing in a cross layer manneensures
reliable communication by enabling the distributddty
cycle operation and receiver based contention.
Congestion Avoidance, Detection and Alleviation (@%
[15] control congestion by using some represergativdes
from the event area. Hotspots are also alleviagdguthe
source rate regulation and dynamic traffic multiplg. In
[16], a Fairness Aware Congestion Control (FACCH][1
protocol categorizes nodes into near source noddsnaar
sink nodes. The near source nodes use a light paytket
dropping algorithm based on packet hit and buftdization.

The Rate Controlled Reliable Transport (RCRT) [17

protocol gives control only to the sink for ratéoahtion and
achieves flexibility and efficiency. In [18], buffebased
congestion avoidance is implemented that solveslend
terminal problems inhibiting congestion. It usedtiple path
routing and achieves near optimal throughput bypgusi 1/k
buffer solution. Congestion Aware Routing (CAR) J19
identifies the congested areas that exists betwg@dn and
source data. It degrades the performance of lowripyi

utilization and l:ruffet
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traffic and handles high priority data for congesticontrol
based on MCAR. Feedback Congestion Control Protocol
(FBCC) [20] uses a feedback scheme between thentpare
node and the children node and detects congessiog the
gueue length. The Lyapunov based approach is used t
demonstrate the hop-by-hop congestion control @hitaes
high throughput and low energy consumption. Muttipl
Mobile Sinks Data Dissemination (MSDD) [23] mong&dhe
network in a hierarchical manner by using a glagnt to
track the locations of all the sinks in cases oéegancy and
solves the data dissemination problem based thposupf
query driven data dissemination. Two Tier Data
Dissemination (TTDD) [24] approach provides scatahhd
efficient data delivery to multiple mobile sinks by
constructing a grid structure and floods the queevighin a
local cell. It has better efficiency in handling Ipile sinks
when compared to the previous works and controls
congestion with low overhead in the grid structure.

3. GCCP-NS: Protocol Design

3.1 Overview of the protocol

Many methods are adopted in a WSN with only a sirsghk
and many source nodes to avoid the hotspot protiainis
associated with congestion. The scenario gets watsmn
here are multiple sinks with each querying theuneg data

d obtaining the information without collisionlatv energy
expenditure is much critical. In this paper, we freusing
not only on multiple sinks but also on their mafilin the
sensor network. The sensor network has a number of
homogeneous sensor nodes which is divided intdarogtic
grid using Global Positioning System (GPS) or pdures
such as [21]. The sensor nodes communicate with eter
through radio signals and are aware of their locatihere
the mobile sinks may or may not have knowledgeheirt
own locations. The sensing area is partitioned etgrid
structure and the sensor nodes are densely depleiyled
number of source nodes and a number of sinks. After
partitioning, each cell in the grid randomly eleatsnonitor
node as the head for gathering the data to the Jihks
flooding of control packets is avoided from all thedes and

ecreases congestion around the sink.

here are two types of data packets to considetttamdare
() DBP - Data Broadcast Packet and (ii) DDP - Data
Demand Packet. On occurrence of any event, thesense
generates the data and forwards it to the monitachwis
further advertised to the other monitors as DBPnttzaily,
when a sink needs some data, it sends a DDP tadjaeent
monitor and gets the required data from the monitode
back to the sink. When DBP and DDP are sent tdahall
source nodes they can get collided with each otlem no
rule is adopted. To avoid congestion we use the thee
concept of quorum so that data is demanded anditasted
in an efficient manner. Consider a set P whichthassubset

f broadcast group Gand demand group (Gi.e. P = {G,
Gg}- Each subset Yin G, is called a data broadcast quorum
and each subsetyYh Gy is called a data demand quorum. Let
us assume that,®as j quorums and&as k quorums.
The following lemma should be adopted for quorums i
group Gand Gunder P.



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

Lemma 1: Property of Minimization
OV, ZoO0Gb Yo O Zb

OYd,Za 0 Ga 2 Ya O Za

Lemma 2: Property of Intersection
(DY O Gb, Ya 0 Ga :: Yo N Ya £ @)
Lemma 3: Property of Union

OjYe=P
I;ll jdei
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3.2 Grid structure

Each cell has a squared size area dfx and on deployment
of the sensing field, the cells are associated thithgrid. The
first cell in the grid is labelled as E1 with tHesf letter for
representing the column and the numeric value
representing the row. There are three mobile sivtkish are
mainly used for collecting data and is involvedriformation
services. There is a monitor node which is randostggted
among the sensor nodes. This is simply done bylifmpthe
monitor broadcast message for a random amountef The
node that responds to the message first will betedeas the

The cells are structured as DBP, DDP and are sent monitor. As more energy is consumed by the momitmie,

quorums of cells through the broadcast group andade
group respectively in order to avoid overflowing afntrol
packets. One particular cell in the grid receiveshbDBP
and DDP together based on the lemma of intersedtigure
1 represents the Grid based WSN. The circles reptahe
sensor nodes and the pink circles represent théanaoode.
A yellow color master sink in is present in the tcehpart
which has an overall control over the network. Vésume
the battlefield surveillance system in Figure 1.eféhare
three mobile sinks in the cells E1, G3 and H2 atiogr to
the scenario.
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Figure 1. Grid based Wireless Sensor Network

the neighbouring nodes are chosen as monitor aftertain
time. This has to be carefully done before the ehasonitor
drains out of battery. The reason is that, if a loewered
node becomes the monitor, it loses its battery ssahhas to
lose the sensed data which would increase packstdad
increase the rate of congestion when gathering gamey
data and can eventually become a hotspot.

The crossing points in the grid are called as digsation
points and for a source node at a locatiqfe,B), the
dissemination points&.bs) such that { a= a+w, b=b+x;
r, s = %0, 1, £2 }.The sink knows the disseminatjgoints
of its four neighbouring nodes by using the celesi and the
location (r, s). The greedy geographical forwardingised

for

for sending the DBP to,SThus broadcast is made only to its

adjacent node which reduces the chance of congestithe
entire cell. A master sink has the overall contrifolhe entire
grid. Once the grid is virtually built, it is nohanged and
whenever changes have to be made, it is done thrthuge

agents and they are Primary Agent Node (PAN) and
Secondary Agent Node (SAN) and Global Agent Node

(GAN). The location of monitor in each cell is eitively
stored by PAN. When any cell tries to change thenitoo
node, the immediate neighbouring node gets the cehan
being a monitor and this information is also updaite it.
When the primary agent fails, the next option gteshe
secondary agent SAN which periodically backs uptlad
information from PAN. All these activities are coolted by
the GAN which periodically reports the modificattomade
in the network to the master sink. Thus congessavoided

Three mobile sinks represent three military taréesned as near the sink and hotspot problem is thereby solved
sinks and are used to sense and report the gathered

information to the master sink. A source node iniE2a
terrorist as per our example which has to be sebgethe
mobile sinks. When an event occurs i.e. when aottistr
appears, the data is broadcasted via the monite ttoough

3.3 Data broadcast

Each cell has a unique cell ID which stores theetimhen it
generates the data along with the location infoionadf the
source node. This collective information is presenthe

the data broadcast quorum using the greedy gecigeaph DBP. When the monitor node receives the DBP, iaboasts

forwarding mechanism [22]. The source node is ifiedtin

cell E2 and is broadcasted through the broadcastpgvia
the cells {E1, E2, E3, and E4}. When the sink2 isving

around the cell for gathering information, it flad query
only to the nodes in the cell it resides and itsiitow node
spreads the DDP via the broadcast group quorum B3,
G3, H3}. The monitor node of F3 receives both ti&PDand
DDP and sends the data to the sink. Thus congestiotrol

is made by reducing the unnecessary control paciketsd
the network and reduces the energy expenditureaakefs

in both upward and downward direction so thatfzl tells’
monitor nodes receive the advertisement througtieugrid.
In this case, there is a chance of congestion es thre
multiple intermediate nodes other than the monitmtes. To
resolve congestion, monitor nodes in each cell aiseery
limited number of intermediate nodes for data trjey and
stores the unique cell ID, time of data generasiod location
information during data broadcast. This in turnpleto
reduce congestion as nodes will not have to cotligking the
second broadcast. Consider Figure 2 which reprediet

are broadcasted and demanded only via the respecmﬁ‘l’ticm way of data broadcast without flooding treadcast

groups.

in the entire network where DBP is sent through,{E2, E3,
E4}.
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Figure 2. Trajectory of Data Broadcast and request via
quorum

3.4 Data demand

The sink needs an instantaneous node and an msémMis
monitor node for demanding the data it needs. Hectiag
the instantaneous node, the sink floods a beaconafo
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In order to maintain proper lifetime of the gridsiagle node
in each cell carries the lifetime of the grid whishgenerally
based on the task of the sensor network and thiabka
data. For example, if the tanks in Figure 1 do mote in
collecting or sensing the target node i.e. soumgenthen
there is no need of the grid. So in order to maintiais, the
DBP holds the grid lifetime information. If the tinbecomes
stale, then the grid cell no longer exists andrimbcasted to
the other nodes through the data broadcast quolfuthe
time exceeds than the original life time, then @ beoadcast
is made so as to give the information to the ottoetes in the
grid. At this point to avoid congestion, the grltbsld not be
often refreshed and if it is done so, energy exjierel will
be very high which can lead to failure of composentthe
grid.

The cost associated with data broadcast quorumdartal
request quorum together constitutes the cost fer ri
construction of the grid. We know that when the
instantaneous node fails, a new node is electedthlby
instantaneous monitor node. But this update hdstmade
to the sink in a time out basis and when this happthe sink
floods the information again to obtain the sensath.dThis

restricted number of hops and chooses the nodehwhig@me procedure is adopted on failure of PAN, SAM an

responds back with the highest signal to noiseorafhe
monitor node of the elected instantaneous noderbesdhe
instantaneous monitor of the sink. This is becatls®
mobility of sink has to be known for the monitordeoand
updating is done without confusion. This is possibhly
when the sink moves within a certain distance aitdnioves
farther than the limit, a new instantaneous nodg tibabe
elected. All these are done under the supervisibrihe
instantaneous monitor node.

When the sink demands the data, it sends a DRRsto
instantaneous node which holds the unique cell HY a
location information. This is further sent to timstantaneous
monitor node through the data demand quorum andehe
{E4, F4, G4, H4}. Once DRP is received by the monit
node of E3, it forwards it to the monitor node & iB which
the source node i.e. the target is present. Figusieows the

horizontal manner of data demand without flooditgp t °

information to all the surrounding nodes in thentek.

3.5 Data forward
As discussed earlier, when a monitor node sensesean, it

receives both the DBP and DRP as per quorum thdbry.

then checks the time of data generation whethisrstale or
not. This is because as per the battlefield exanipléhe
information has been generated hours or days &gao, that
is of no use. If the monitor node finds that itasnewly
generated data packet, it sends the informationth®
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Figure 3. Data forward

4. Performance Evaluation
4.1 Simulation metrics

E = T 0o w8 —f e

o
o
o
o
o

[e]
2 p

In this section we evaluate the performance of GEGARS

via simulations using the NS-2 simulator. We useedh
metrics for evaluating the performance of GCCP —aud

they are throughput, energy expenditure and pdokst

instantaneous monitor node which is forwarded te th 4.1.1 Throughput

instantaneous node and then to the sink. Figuteo®s how
the data trajectory of how data is forwarded frown ¢ell that
has the source node to the cell from which query made
from the sink.

3.6 Grid conversation

The communication overhead that is associated duie

nodes is discussed here. As each node should Hmeve
knowledge of the top stream and bottom stream naties
overhead for grid construction is 2 *rh where this number

of sensor nodes and h is the length of each packet.

It is defined as the ratio of the data generated kypurce to
the successful data collected at a sink calculatedan
average of all source-sink pairs. This metric tHates the
effectiveness of data delivery.

4.1.2 Energy expenditure

It is defined as the amount of energy consumed on
fransmitting and receiving the data by the netwex&luding
the idle energy spent because we have more immpertamy
on data generation.
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4.1.3 Packet loss

It is the total number of packets lost or droppgdHhe nodes
before the sensed data reaches the sink which ealuéd to
signal deprivation, network deterrence etc. It isvery
important metric because once packets are lost, ltage to
be retransmitted again with double the times ofepaioss.

4.2  Simulation setup

The number of mobile sinks range from 3 to 5 witiotal of
200 sensor nodes, 3 source nodes densely deplagzdao
2000 * 2000n¥ area with a radio range of 189 We use the
802.11 MAC protocol with the beacon or pause irdbset
to 5 seconds and the initial sink speed is set to Ms. The
size of each packet is @tes, transmitted at 0.8V power
consumption and received at 0.34. Each simulation
extends up to 308econds.

Table 1.Simulation parameters

Parameter Value
MAC Protocol 802.11
No of mobile sinks 3to6
No of source nodes 3
No of sensor nodes 200
Nature of traffic Variable
Radio Range 100 m
Simulation time 300s
Transmitting Power consumption | 0.6 W
Receiving Power Consumption 0.35 W
Simulation Area’ 2000 * 2000 M
Initial Sink Speed 10 m/s
Beacon Interval 5 seconds
Size of data packet 64 bytes
Simulation Time 300 seconds

4.3 Comparative analysis
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This proves that grid based WSN achieves much mette
throughput than the existing mechanisms.
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Figure 5 shows the throughput with respect to sensde
failures in which our proposed protocol falls dowalow
68% when 3 to 16 % of the sensor nodes fail. Thisire
may be due to discrepancies in the network, vegr ggnal
to noise ratio or unstable channel allocation. MSE&l@pes
down to 58 % and TTDD to 52 % assuring that thevask

We compare the performance of our proposed protocghnnot be relied in successful transmitting ancdeikéeg
GCCP- NS with the other schemes TTDD [23] and MSDIpackets and the condition gets worse for event cbase

[24].

4.3.1 Throughput comparison

We compare the throughput with respect to the sjpded
and source node failure. The number of sinks védirges 3 to
6 and the speed is set to 10 m/s. The successfberuof
packets delivered fluctuates when the sink speehgds.
Figure 4 represents the throughput with an incréassnk

applications.

4.3.2 Energy expenditure comparison

We make two observations for energy expenditurguréi 6
represents the energy expenditure with respechéostnk
speed. As the number of sinks increase, the cUfrGCECP —
NS increases gradually in a sub linear way reachir§0
Kbps. The reason is that, each sink needs datajaedes

speed and we understand that GCCP — NS has an 80aggording to its own requirement and more nodesitiized
success rate from 8 to 12 sink speed and falls dovior gathering the data. The cumulative data areé &eithe

afterwards. MSDD also peaks in the same conditibareas
the stabilized success rate ranges just betweeto %
and has an unstable success rate from 55 to 6G¢ %lioD.

instantaneous monitor, instantaneous node and tihehe
sink after sending DBP and DRP through the respecti
guorums. As congestion have to be avoided, whemlbee
procedure is adopted, it obviously consumes morsggn
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But it is less when compared to MSDD and TTDD wiach
very high more than 1200 Kbps which is the maximum
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5. Conclusion
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n this paper we propose GCCP — NS, a grid based
congestion control protocol with N sinks to empower
successful data dissemination by constructing d bhel

From Figure 7, we observe the energy expenditurth wigrid to trail the locations of all the source notdesed on the

respect to the node failure rate. Generally, marergy is
consumed when node failure rate is high as datenmiting
and receiving has to be made again and leads tgestan

gueries from the mobile sinks using the concepmfuafrum to
avoid congestion. Since data is transmitted aneived only
based on the queries within a particular cell igr, the

due to loss of pac_kets. GCCP — NS slopes up ana dom _problem of flooding is resolved. Our simulationsvéa
6% to 16% and is considerably low when comparedh witconfirmed the efficiency and effectiveness of threppsed

MSDD and TTDD that grows exponentially high.

4.3.3 Packet loss comparison

In the simulation setting, the sink speed isrif8 and we

protocol, signifying the likelihood of constructinghe
infrastructure in stationary WSNs. Our future wadn be
extended to use the grid structure for health apmications
so that the principle of mobile sinks will be muoélpful in

increase it up to 2@vs. As the sink speed is increased, therﬁiding the humans.

may be packet loss while transmitting or receiving data

and may cause congestion when the cumulative slaent to  References

the sink. Figure 8 represents the packet loss reitpect to
the sink speed in which GCCP — NS loses just less 220
packets whereas MSDD and TTDD loses 300, 400 psicket
lost respectively. This can get worse when the sjpged is

further increased.
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