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Abstract: In wireless sensor networks, clustering plays & verspecific metric. The second method first forms @ts by

important role for energy savings at each nodeusecd reduces the
number of transmissions through TDMA based commatitn. For
secure clustering, it is very crucial to find commised nodes and
remove them during the initial cluster formatiorogess. If some
nodes are compromised and survive from the exalugiocess of
normal nodes, they can make some nodes have arediffe
membership view in the same cluster and consequseflarate a
cluster into multiple clusters. To resolve thesgbpems, we propose
a robust scheme against such attacks in this pgjst, our scheme
generates large sized clusters to improve the tyuafi clusters.
Second, our scheme exploits the verification of tmap distant
nodes to maintain the quality of the large sizedsters and avoids
the separation of the clusters. In addition, ouneste prefers
broadcast transmissions to reduce the energy cqrigxmof nodes.
We prove that our scheme generates fewer clustetsisamore
secure and energy-efficient than its rival schehteugh security
analysis and simulation results. With regard to G#¢téeon, we also
propose a scheme which securely elects CHs by r&iogrthe
compromised nodes and depriving them of their CHliclaty. To
this aim, each node in a cluster calculates rejomatalues of other
CH candidates according to their behavior and tisteis them
through a broadcast. Then each node extracts siilbteputation
values of CH candidates using the distributed rejmurtavalues.
Next, each node evaluates the substantial repntatibues of other
CH candidates and excludes some disreputable naodes CH
candidates. The scheme greatly improves non-mabpity and
agreement property of CH election results in congpariwith other
rival schemes. Moreover,
non-manipulability and agreement property than iotival schemes,
even in a loss-prone environment.

making adjacent nodes share the same cluster mehifper
Next, each cluster elects its leader which is daks CH
(Cluster Head) to serve its cluster members. Thisl lof
scheme is called as a cluster-first scheme and sohemes
[11-13] fall into this category. Since this kind ofethod
attempts to expel some compromised nodes duringltiséer
formation, it is more secure than the first methblerefore,
we also take the cluster-first approach to genegiaigters in
wireless sensor networks.

In order to securely generate clusters, Sun @raposed a
scheme which employs protocol conformity check and
asymmetric cryptography [12]. It easily prevents types of
attackers from disturbing the operation of the @cot.
Because this scheme deals with only small sizestelsi (i.e.
cligues) and splits them frequently, many clustene
generated and average size of clusters is alsoealssn.
Besides, this scheme causes a lot of communicatierhead
to check the protocol conformity of nodes. Althoutite
scheme of [13] enhanced the security of [12], #rismmature
protocol because it assumes an environment nosiool
occur during the protocol operation.

In this article, we propose a novel cluster formascheme
to resolve above problems. First, our scheme pesvalway
of settling a spreading code and a TDMA (Time Doiis

the scheme guarantees ehigiMultiple Access) schedule in a cluster to avoicintluster

collisions as well as intra-cluster collisions. &ed, our
scheme creates large sized clusters in which amypbades can
communicate through at most two hop transmissiorepand

Keywords: Secure Clustering, Secure Cluster Head Electioqminimizes the separation. Third, our scheme empiogshop

Secure Cluster Formation, Wireless Sensor Networks

1.

Wireless sensor networks frequently employ the teftus
structure to reduce energy consumption of nodedeargihen
the network lifetime [1-3]. In addition, distribaty key

| ntroduction

management duty among nodes [4-5] is one of impbrta

applications of the cluster structure. Nodes coaipezly
generate the cluster structure by combining theraseand
their adjacent nodes into a group which is calleé @luster.
We usually employ two methods to build a clustarcttre for
a network. The first method selects cluster leatiased on a
specific metric such as identifier, residual enenggtwork
connectivity, and so on. Then, normal nodes detegmihich
cluster they belong to based on a specific metrah sas the
distance to a CH. This kind of scheme is called lesder-first
scheme and many schemes [1-3], [6-10] fall inte taitegory.
In this kind of scheme, a compromised node cantabiser
nodes as if it is most suitable for the leaderems of such a

conformity verification and asymmetric cryptography
preserve the clusters. Last, our scheme minimlzesihicast
communication and employs broadcast communicatiorem
frequently to reduce the communication overhead.

In a cluster structure, CHs gather data from nomaales
and aggregate them to send to the sink. There&ttackers
can maneuver the whole network by compromisin@€als in
the network. To prevent this, CHs need to be chdnge
periodically through a CH election protocol. Howevia an
election protocol, attackers undoubtedly attemphamipulate
CH election results and facilitate their wins thgbuthe
manipulation. To prevent the attackers from falica CH
election results, a CH election protocol should rgntee
important properties such as unpredictability,
non-manipulability, and agreement property of thecton
results. The protocols in [14-16] show that thepgrties can
be met in an environment where only naive attackeadst.
However, intelligent attackers can easily break #imve
properties and forge the CH election results feirthenefit.
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For such a reason, we also introduce a novel Ckttiete
scheme which can deal with the misbehavior of ligesht
attackers. At the beginning of every election rqueatch CH
candidate contributes their random number towaedggating
a common value and the common value is employeCFbr
election. After the contribution ends, each canidgives
direct reputation values to other candidates cemniid their
behavior during the CH election process and disteib the
direct reputation list for other candidates. Wheache
candidate gives a direct reputation value to amathedidate,
it considers the frequencies of successful and amessful
transmissions, the time interval between the Vaststuccessful
transmissions, and the time interval between tis¢ ta&o
unsuccessful transmissions. After receiving theedir
reputation lists from all candidates, each candidean
compute indirect reputation values and combineditegjpn
lists for all candidates. Since each candidate taimis the
direct reputation lists as the number of membéescombined
reputation lists are also generated as the nunfbmembers.
Each candidate extracts the real reputation listtich each
item is the average of the combined reputationeslEach
candidate can exclude some other candidates wiere
reputation value is lower than the average ofdadneputation
list. Because the internal attackers are likelgeaiven a low
reputation value, they are prone to be excludenh filee CH
candidates unless they take special actions. ®ointkrnal
attackers maximize their marks and minimize thekshaf
normal nodes to survive the reputation based exeius
However, the tactics cannot cause any significliateto our
scheme as long as the normal nodes are more thanté¢nnal
attackers.

2. Background
2.1 Secure Cluster Formation
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Even though many variants of LEACH [6-10] have been
proposed so far, most of them [6-9] focus on batanthe
energy consumption over all nodes and extending the
longevity of the network. Only the scheme of [1@pts with
how to securely elect a CH. However, the schemeatan
prevent a compromised node from declaring itsela a&SH
because it can cheat other nodes as if it hasradistance to
the sink and a large amount of residual energythEumore,
the compromised node can declare itself as a CHe mor
frequently than other nodes by fabricating the phility of
becoming a CH for its benefit. This is because [i&% no
mechanism to verify the probability of becomingd.C

Liu proposed a cluster formation scheme in whicly on
predetermined nodes declare themselves as clustelsiand
other nodes join in any cluster directly or vieekay node [18].
Since any cluster head declaration or any clustér js
authenticated by pre-assigned polynomial sharestheme
prevent any external attacker from participatinghi@ cluster
formation. Besides, the scheme has a wormhole ptieve
mechanism where a node with many neighbors shutslown
itself or the sink expels those nodes from the odtwby
finserting them into the blacklist report and braesding it. In
this scheme, a compromised relay node can invokm&
(Denial of Service) attack by cutting the connettietween
its cluster head and its serving nodes. Furthermore
predetermined cluster heads become the compromanigets$
of attackers because their roles are fixed.

Sun et al. proposed a secure cluster formatiomselweéhich
checks the protocol conformity of nodes to discniate
malicious nodes from normal nodes [12]. In thisesoh, a
physical network is transformed into cliques arldr@mbers
are directly connected to each other in a cliquiterAthe
cligue formation, each node verifies that all membieve the
same view of the cliqgue membership. If a hormalenfidds
any disagreement, it performs the protocol conftyrmmheck

Heinzelman et al. proposed LEACH(Low-Energy Ada@tiv ior other nodes in the clique to identify and remanternal

Clustering Hierarchy) in which sensors have a plodiha of
becoming a cluster head without message excharngé&His
scheme attempted to extend the network longevitsnaling
all nodes play a role of CH alternately. In thibexme, some
nodes with a high probability declare themselveglaster
heads and other nodes join in one of them. Howsimee this
scheme assumes no compromised nodes in the neitvoals,

attackers. This scheme well finds and removes riater
attackers through the protocol conformity checkwideer, the
scheme increases the number of clusters in netierluse it
produces only small sized clusters (i.e. cliquas) separates a
cluster whenever a suspicious node is found incthster.
Moreover, it causes a lot of communication overhafatbdes
because it requires a lot of unicast communicatiaring the

no measure to protect the cluster formation frone thprotocol conformity check. Even though the schem§l8]

compromised nodes.

has improved the security of [12], it assumed tiatollisions

F-LEACH [2] was proposed to protect the cluste{yoyiq occur during the cluster formation. This asption

formation in LEACH. In this scheme, when a nodelaes
itself as a cluster head, it employs common kegseshwith
the sink to request the authentication of the Celadation to
the sink. Then, the sink securely broadcasts thkigeaticated
cluster heads usingTESLA [17]. Normal nodes join in only
one authenticated cluster head. However, this set&m no
mechanism to authenticate the normal nodes whiohinany
cluster. To resolve this problem, Oliveira et atogmsed
SecLEACH [3] in which the sink authenticates thestér head
nodes and the cluster heads authenticate the gonudes. In

cannot be easily satisfied without any special mesasuch as
code separation and TDMA schedule assignment. Hemvev
the scheme of [13] has no such a measure.

Nishimura et al. proposed a scheme where all ngikesa
trust value to each CH candidate and most trustetes
become a CH [19]. Otherwise nodes join a nearbgtetuo
form clusters in the network. This scheme causést @f
communication overhead to build a trust evaluasgstem.
Moreover, this scheme burdens a few CH nodes wiiti af
normal nodes for a long time. Therefore, this sahésnnot

F-LEACH and SecLEACH, sensors are pre-assigned sorgitable for resource-constrained sensor networks.

keys for authentication before their deploymentwieer,

Rifa-Pous et al. proposed a secure cluster formatbeme

attackers from joining the cluster formation pracds other
words, they cannot prevent internal attackers fdmolaring
themselves as cluster heads and from joining inchrster.

consists of three phases; cluster discovery plthsgter head
designation phase, and cluster maintenance phasé¢hel
cluster discovery phase, nodes in a cluster attéonipave the
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same view on the cluster membership with each othahe

cluster discovery phase, a cluster head is elemedidering

the number of neighbors and how many times it peréal the

cluster head role. In the cluster maintenance phlaselected
cluster heads issue an authorization certificagath member
in the cluster. However, this scheme assumes thatodes
deviate from the cluster discovery protocol. Fatamce, if an
attacker transmits its message to a part of alesdd the

cluster discovery phase, the victims have a diffexgew on

the cluster membership. As a result, it splits aster into

multiple ones, and the split clusters elect théister head
respectively in the cluster head designation phbisenely,

this scheme can generate many clusters under tbetige

transmission attack.

2.2 Secure Cluster Head Election

Crosby et al. proposed a trust-based CH electidrerae
where each node gives a trust value to other rectEs ding to
their behavior and highly trusted nodes become 8k A
node’s behavior is judged by counting the frequenty
successful transmissions of the node and the frexyuef
unsuccessful transmissions of the node. Namelyntbee a
node succeeds its transmission, the higher repaotaslue the
node has. When a new CH should be elected, sonesnath
a high reputation value are recommended for ther@él by
members and one of them is selected as a new Ctheby
current CH. A compromised CH can insert an innogéerim
into a blacklist to take away its candidacy for fDthe cluster.
That is, as the number of innocent victims rises ap
compromised node can increase its winning prokghilanks
to the increasing ratio of compromised nodes talickates.

Buttyan et al. proposed a cluster head electiorerseh
which conceals the election process from exterodén using
cryptographic techniques [14]. However the concealm
works for only external attackers since a comprenhisode
can easily unveil the selection result. Moreovehge t
compromised node can declare itself as a CH evmmthit is
not qualified.

Sirivianos et al. proposed the SANE (Secure Agdmrga
Node Election) protocol [15] in which all CH candtids in a
cluster contribute to the generation of a randofnevand a
CH is elected randomly using the random value. SABIE
classified into three sub-schemes according totbayenerate
and distribute the random value. They are Merkmigzle

based scheme, commitment based scheme, and sesdl b

scheme.

In Merkle’'s puzzle based scheme,
establishes pairwise keys with its members usiagvtbrkle’s
puzzle. Then, each member generates a random waaltie
encrypts it using the pairwise key shared withaheent CH.
Next, each member adds the encrypted random valastm
variable and passes the sum variable to anothetberemhis
add and pass procedure is continued until all mesnadd
their encrypted random value to the sum variablee Tast
contributor distributes the final sum to all menmdand the
current CH distributes all pairwise keys sharedwiembers
to all members in the cluster. All members transfdhe
accumulated sum into a plain sum of random numbsirsy
the pairwise keys. The plain sumis used as a convaloie for
CH election.
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In the commitment based scheme, each member trensmi
its commitment to other members in a peer-to-pegnmar.
Here, the commitment means the encrypted randooe\a
the sender. For every election round, each mendresrgtes a
random value, encrypts it with keys shared witheoth
members, and sends the encrypted random valuedl to a
members respectively. Next, each member sendsritjeal
random value to other members. Receiving membenii§y ve
the random values using the shared key and sum them
produce an agreed common value.

In the seed based scheme, each member generated a s
value and broadcasts it. The seed value is amlimandom
value which is employed to produce a new randomevah
every election round. For every election round heaember
broadcasts an availability message. The availgbiliéssage
means the sender’s definite intention to take pathe CH
election. Upon receiving the message, members gtere
sender and generate a new random number of thersesidg
the sender’'s pre-received seed and the round nuwmber
election. After receiving all availability messagak members
can get the sender list and the sum of the neworamdimbers
which is employed as a common value..

Merkle’s puzzle based scheme causes a lot
communication and computation overheads for shattieg
common value among members. Even though the conemitm

of

based scheme and the seed based scheme lowers those

overheads, they have a common drawback. Namelyatte
contributor in the generation of the common valae predict
and manipulate a CH election result and even csdlape
agreement property of the CH election result.

Dong et al. proposed a scheme which prevents eittern
attackers from taking part in a CH election throutghID
assignment scheme, which tightly binds a node’s itB,
commitments, and its polynomial shares [16]. Inshbeme,
nodes which do not transmit a participation messag€H
election (that is, the current round key in thesy lchain) or
explicitly transmit a nonparticipation message exeluded
from the CH candidates. The real CH is selectethhgomly
selecting one node among the rest of the candiddtegever,
an internal attacker not only can change a CHielecesult by
avoiding the distribution of its participation mage but also
can generate multiple CH election results by disting its
participation message to only a subset of CH catd#d Even
though this scheme has a recovery mechanism to inemb
multiple election results into one result, it regsi the

\&}(S)Iuntary cooperation of the CH candidates. Inglespective

the current Cﬂf the attackers, since this mechanism goes agaimest

interests of attackers, they are not going to coatpewith it.
Besides, this scheme excludes nodes which do stildite
their participation message more than once from Ghe
candidates and never allows them to rejoin any @dtien.
Therefore, this scheme cannot work well in an eprone
environment such as a wireless network.

Timer expiration
Data
Secure o Secure -
Synchronization aggregation
CIUS@ within cluster Cluster_ H and forwardto
formation election the sink

Figure 1. Network operation of clustered sensor networks
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1ststep: settlement
spreading code
and TDMA scheduld

2nd step: merger gf
members
and verification

3rd step: merger of clugter
separator and veriﬁcatiTn

Figure 2. Three steps of secure cluster formation

Transmission of
contribution value andf»
reputation list

Reselection of CH
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>

Figure 3. Three steps of secure CH election

Schaffer et al. analyzed the most of the CH elactthemes
according to their adversarial models and desirablaurity
properties in [21]. They categorized them into fpa&tterns
depending on how well they satisfy the desirablepprties.
Besides, they suggested which countermeasures ean
applied to a specific scheme in order to improeesiicurity of
the scheme.

3. Network and Threat Model

3.1 Network Model

After the deployment of nodes, clusters are fortoddcilitate
the energy-efficient TDMA communication. After tbiister
formation, the network operation is divided intaunds and
each round consists of three phases as shownuneFlg They
are synchronization phase, secure CH election phasedata
aggregation and forward phase. In this article owy cover
the secure cluster formation phase and secure Ettiat
phase.

First, the secure cluster formation phase is dividéo three
steps as shown in Figure 2. In the first step ef ¢chuster
formation, each cluster is given a DSSS (Directugsege
Spread Spectrum) code to avoid the inter-clusterference
when the cluster registers the members into thk. stor
instance, the first cluster to registerassigned the first code
on a predefined list, the second cluster to registassigned
the second code, and so on. Note that a node vehietlied as
a separator initiates this registration process.avoid the
intra-cluster interference in a cluster using $aene code, the
sink settles the TDMA schedule of members in atetuand
distributes the schedule to the members. In thergkstep,
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3.2 Threat Model

We only focus on two attacks available on a cluitenation
protocol. In this article, an attacker means a comsed
node which is controlled by attackers. First, aacker can
deliver a message to some nodes while avoidindetheery to
the other nodes using directional antennas. Thexefihis
attack is called as selective transmission attamlkedfter. In
addition, an attacker can completely avoid theveeji of a
message. Therefore, this attack is called as slattack
hereafter. When a cluster suffers from the attaste nodes
in the cluster have a different view on the clustembership.
This splits a cluster into multiple ones and therage size of
clusters (that is, average number of members) dsese The
size of clusters greatly affects the probabilityattha
compromised node is elected as a CH on the basandbm
etl)ection. Assume that there are two clusters are las a
small number of members and the other has more ersmb
When a CH is elected randomly and compromised nolesg
the election protocol, the cluster with a small ivem of
members is likely to elect a compromised node &Ha
Therefore, we need to reduce the number of gentbchisters
in the cluster formation phase.

A CH election scheme should satisfy the following
properties to protect its election process. FastH election
scheme should providenpredictability. That is, it should be
very difficult for a node to predict which node Wik elected
as a CH. Second, a CH election scheme should provid
non-manipulability. That is, a node should not be able to
modify a CH election result for its own benefit.dtaa CH
election scheme should providgreement property. That is,
all nodes in a cluster should get the same electisult.

We assume that our scheme elects a CH on the dfagis
common random value. After a common random value is
generated, all members agree with a CH role nodwy uke
common value. All members in a cluster contribudethie
generation of the common random value by generatirdy
distributing their own random value. Since the camm
random value can be generated by aggregating ramdhes
of all members in the cluster, any other node etdmphe last
member which distributes its own random value capnedict
the common value. This means that a compromised nad
predict the common value by delaying the distribbutof its
random value until all other members distributarthendom

each cluster merges normal members (i.e. non-geparavalues. Furthermore, this compromised node caratadhe

nodes) into the cluster and verifies the mergerthin third
step, each cluster merges the cluster separatothatcluster
and verifies the merger.

Second, the secure CH election phase is dividedtimee
steps as shown in Figure 3. In the first step, @aember in a
cluster generates a random value and distributes it

Next, each member gives direct reputation valuesttier
members according to their behavior and distributes
reputation list. Then, each member computes
reputation values and combined reputation valuesashbers.
In the second step, each member excludes someuliabde
nodes from CH candidates.

In the third step, each member randomly elects a@bing
the modified candidate list.

non-manipulability by avoiding its transmission l¢ace
attack). That is, if the compromised node doegnaoismit its
random value, the common value is changed and the C
election result is also changed accordingly. Gélyerzormal
nodes adjust their transmission power so as toafetheir
message to all nodes in the cluster. So, the trisesm power

of normal nodes depends on the maximum hop distance
between nodes in the cluster. Hereafter, the maxirhop

indiredistance in the cluster is called as the clustemdier and it is

determined by the cluster formation protocol. Thanme
attackers can make multiple common values by denrgahe
transmission

power when they transmit their random value toat®lthe
agreement property of a CH election result (sefecti
transmission attack). This is because the randoluevi
received by only a subset of nodes in the clustenultiple
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common values are generated for a single CH eledtie CH
election result is split into multiple ones.

Table 1. Function of messages in the cluster formation pha
Time when message is sent

Message type .
Function

At the beginning of step 1

Member Report
Determination of a cluster’'s spreading code

Upon receiving a Member Report message

In-cluster TDMA
Schedule Determination of a cluster's TDMA schedule
CS(Cluster At the beginning of step 2

Separator) messagge S
P ) 9 Determination of a cluster border

CR(Cluster Upon receiving a CS message

Response) messag

e .
Request for join in a cluster

FCS(Final Clustef At the beginning of the step 3

Separator) messag

EMerger of a CS node into a cluster

When a victim does not receive a FCS mesg
from its CS node

Solicitation
message Acquirement of witnesses for proving ifs
legitimacy
When a node receives a Solicitation message
Solicitation holds any evidence

Response messag
Demonstration of a victim's legitimacy

When a victim confirms misbehavior of a CS nq
Attacker

message

Report

Exclusion of a CS node from members

4. Secure Cluster Formation and Cluster Head
Election

Before describing our cluster formation scheme eludter
head election scheme, we assume the followingst, Finy
wormhole attack is nullified by a wormhole preventscheme
such as the scheme in [22] so that each node emtifidits

neighbors correctly. Second, we assume that eadd oan
control its transmission power when they send asagss so
that two hop distant nodes can receive the meskaggt.each
node can support lightweight public key operatisnsh as
ECC (Elliptic Curve Cryptography) operations. Itshiaeen
proven in [23] that sensors can well support ligkight public

key operations such as ECDSA (Elliptic Curve Digita
Signature Algorithm) signature generation and ECDS

verification. Last, the sink plays the role of CBeftification
Authority) for the network and each node holdsghblic key
of the CA.

4.1 Secure Cluster Formation

We first make some definitions and describe tygesaessages
which are employed in our scheme. After the deplaym
each node signs its ID with its private key andaieasts the
signed ID with its certificate. After the verifigah of this
message, each node can easily identify the IDsigfhbors

andAttacker Report message.
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since we assumed that a wormhole prevention schisme
working well. A lowest ID node among neighbors bees a
Lluster separator. Note that a cluster separatootis: cluster
head but just a protocol initiator at each stephef cluster
formation phase.

At the step of settlement of code and TDMA schededeh
cluster separator reports its neighbor list as mbes list to the
sink. The message is called as Member Report. Fhrthe
transmission of this message, each cluster detesmits
spreading code. The sink verifies the member fidtfaxes the
TDMA schedule of the members and transmits thedideeo
the members. The schedule message is called dasterc
TDMA schedule. At the step of merger of cluster rhers,
each cluster separator broadcasts a CS(Clusterrsédepa
message to determine a cluster border. When a necgéses
the message, it joins the cluster as a memberespbnds to
the separator using a broadcast message. The reessatjed
as CR(Cluster Response) message. At the step gemef
cluster separator, each cluster separator broadcast
FCS(Final Cluster Separator) message to requirebmesmo
allow its join to the cluster. If a member notifigmat the final
cluster separator does not transmit the messagé hat
transmits to other nodes, it searches some evideraiaim its

agelegitimacy by broadcasting a Solicitation messadfya. node

holds the evidence, it provides the evidence tosthleitor
using a Solicitation Response message. When theitsol
confirms the malice of the cluster separator, tbkcisor
reports the cluster separator as a compromised ugidg an
Table 1 summarizes tbgeab
descriptions.

We explain the detailed process of our cluster &irom
scheme using Figure 4 through Figure 13 to helpgihiek
comprehension for our scheme.

4.1.1 Settlement of Code and TDMA Schedule

After the deployment, each node exchanges its digfdeand
certificate with neighbors. Then, a lowest ID nodeich is
called as cluster separator reports its neighborhe sink
using the member report message. In Figure 4, cluster
separator 1 generatesnember report message by listing the
signed IDs and signing the list with its privateyk&hen the

QO cluster separator

{M}K ,, :message M which is signed

—> member report

by the owner's private key(X ;)

Figure 4. Member report of cluster separators
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O cluster separator the corresponding public keys. Then the sink fixtas
sink members of the cluster and TDMA schedule of thestelu

{1,3,29,30,38,40}K . & Last, the sink signs the schedule with its priveéy and

distributes the schedule to the members of theariwga the
separator as shown in Figure 5. Since all membave the
sink’s public key, they can get their TDMA schedidethe
cluster. Even though each node only transmits éssage in
only its assigned slots, they do not sleep durirveg dluster
formation phase to hear the messages from othersnod

4.1.2 Merger of Cluster Membersand Verification
In Figure 6, nodes 1, 4, and 5 broadcast a clssparator
message to determine a cluster border at the Hagionf the
second step. The cluster separator message cayfdisestype

in-cluster and the separator’s ID which is signed by the sdp#s

—> TDMA private key. Upon receiving a cluster separatorsags, the

aane il receiver verifies the signed ID using the sepaistpublic

key. If the verification is successful, it joinsetitluster and

Figure 5. TDMA schedule distribution of sink notifies its join to other nodes through the clust&sponse

message. The cluster response message consists type,
the separator ID, and signed ID received from épasator. A
cluster response message proves that the sendedés the
jurisdiction of the same separator. If a node nexeh cluster
response message and it has never seen such agejessa
rebroadcasts the message. Assuming no attackdustar, all
members in the cluster have the same list of alustgponse
messages (i.e. same membership). However, a cluster
separator (i.e. 5) might attempt the membershipgleement
by selectively transmitting its cluster separatagseage as
shown in Figure 6. Node 5 does not send its clusgparator
message to nodes 9 and 27 to exclude them frorolukter.
Figure 7 shows that each node receiving a cluster separato
message broadcasts a cluster response message.
QO cluster separator separator Each node checks if there are some deviations glthie
message exchange of separator and response messages. dfl@ n
recognizes such a deviation, it employs the follawi
countermeasures. A malicious node may avoid reloasihg
the message to induce a cluster membership disagrae
Node 4 might carry out such an attack to veil nodesid 28
from 22 and 37 and vice versa. Because they haeady
known their cluster members owing to the in-clu§i&MA
schedule, they can easilycognize such a deviatioho defeat
this kind of attack, nodes 7 and 28 transmit trabirster
response message with two hop transmission poneg shey
do not receive a cluster response message frontwaniiop
neighbor.Now, nodes 22 and 3&gister the nodes 7 and 28
into their member list and broadcast their owntelusesponse
message with two hop transmission powdodes 7and 28
also register the nodes 22 and 37 into their menidier
A malicious separator may send its cluster separato
message to just a part of members to exclude soenabers.
Node 5 invoked such an attack in Figure 6. Theeeftine
nodes 9 and 27 cannot receive node 5's separatssage.
Besides, node 20 broadcasts its cluster responssage with
two hop transmission power because it does noiveckister
Figure 7. Response to cluster separator message response messages from any two hop neighbor. Hedes 9

) and 27 identifies that node 5 selectively transitstseparator
cluster separator 1 sends thember report to the sink. Note message. In this case, there are two choices, ffiestictims 9
that other separators such as nodes 4 and 5 pettiersame ;04 27 can ask other members to pass the 5's separa
procedure. The sink verifies the signatures of memibising

Figure 6. Broadcast of cluster separator message

cluster response
message response
message

.. Two-hop cluster
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sink

{- [ {BIK,, (9K, ,
(4K, ATIK ],

27K, 3K,

O cluster separator

{9,14,17,27}K

in-cluster
—> TDMA
schedule

— member report

Figure 8. Settlement of spreading code and TDMA schedule
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®)

cluster separator

cluster cluster
---% separator — response
message message

Figure 9. Merger and verification of cluster members

message. However, other members cannot assure envhedhortest among neighbors, it first takes the chémbecome a

node 5 deviates from the protocol or node 9 andrg#elling
a lie. Second, the victims 9 and 27 can leave thderb’s
cluster and exclude the node 5 from its neighbornake a
new cluster. Regardless of taking any choice, theter is
split into two and one of them has a malicious Gfflen
Therefore, we take the second choice in orderve saergy
consumption.

separator. Then, the nodes 9, 14, 17, and 27 makewa
cluster by exchanging the cluster separator mesaadehe
cluster response messages as shown in Figure 9.

4.1.3 Merger of Cluster Separator and Verification

Now, each cluster separator is merged into itstetus-irst,
cluster separators like 1, 4, 5, and 9 broadcdistah cluster

After the exchange of separator message and respoRi€sSsage using the received cluster response message
message, nodes which belong to no clusters wait fpecific  Shown in Figure 10. For the sake of simplicity, wely

amount of time as in (1) where is a little constant.
t=cxID

After the timer expires, they check if they areigissd a
spreading code and a TDMA schedule. If they staléno
spreading code, they assign a spreading code bytiregptheir
neighbors to the sink and the sink fixes their TDIhedule
and distributes it to all members in the cluster. &ample, in
Figure 8, because node 9 waits far time unit which is

compromised
node

» final cluster
message

CR message list

of nodes 29,30,38 | 30°sCRmsg. | 3’s CR msg.

i 38’s CR msg. i 29°s CR msg.
29°s CR msg. : ]

, 40'sCRmsg. | 30’s CR msg.
30°s CR msg. gk rie

T o 38’s CR msg.
38’s CR msg. ! g

= 29 A——38 40°s CR msg.
40’s CR msg. -
30 1
40 22
3 28 4
37
12
20 14

27

Figure 10. Merger of cluster separator

concentrate on the merger of cluster separatorFigare 10

) through Figure 11. The final cluster message ctmsisthe

type and the list of received cluster response agess The
cluster separator signs the message using itstpikesy before
transmitting it. Upon receiving a final cluster reage, the
receiver verifies the signature and compares gteficluster
response messages with its own list. If they aexiyx same,
the receiver merges the separator into the cluSirerwise,
the receiver ignores the message.

solicitation
message

—» Solicitation .. » solicitation

response
(solicitor’s CR msg.
+final cluster msg.)

Figure 11. Verification for merger of cluster separator
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attacker report

Figure 12. Attacker report distribution

Figure 13. Final clustered network

After the merger of a cluster separator, each robaeks
whether the cluster separator obeys the protocolobrlf a
deviation is recognized, each node employs theovatig
countermeasure. We assume that the cluster separatod
node 38 avoided rebroadcasting the cluster respopssage
of node 3 in the previous step to exclude it fromdaluster. As
shown in Figure 10, the separator 1 broadcastnébcluster
message including the received cluster responssages. As
a matter of course, the separator 1 misses 3'tecltssponse
message to cheat other nodes and does not trathendihal
cluster message to the node Receivers 29, 30, and 38
compare the received cluster response messageshgith
own list. Since nodes 29, 30, and 38 find that @ueyexactly
same, they merge the node 1 into their membeHisivever,
the node 40 ignores the message sincefirntds the
disagreement of the two lists. Meanwhile, nodeediifies the
node 1's deviation from the protocol. So, node @Gablcasts a
solicitation message with two hop transmission potze
obtain a proof that it broadcasted its cluster sasp message
as shown in Figure 11. Because the receiver 4@'saduster
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is found, it registers the unknown node into themer list.
Next, node 3 checks whether 1's final cluster mgs$acludes
its cluster response message or not. If its clusteponse
message is not included in 1's cluster responseamges it is
an evident proof that node 1 deviated from the quoit
Therefore, node 3 reports the node 1 as an attaskeyg a two
hop broadcast message as shown in Figure 12. Tdekeit
report includes 3’s cluster response message whistgned
by 40'’s private key and 40’s certificate. Recaditthll nodes
have already exchanged their certificate with nedgh.
Receivers 29, 30, and 38 verify the signature. Hé t
verification succeeds, they remove the node 1 ttwrcluster
member list and the neighbor ligts a matter of fact, the node
which receives the attacker report cannot assuat tthe
accused node (i.e. node 1) is really responsibte tlie
non-reception of 3’s cluster response message. AW
any case, since the cluster separator (i.e. node this
example) is connected to all nodes in the clustas, most
responsible for the non-reception. Nodes 29, 3@ 38
register the node 3 into their member list becdheg find a
new normal node whose legitimacy is guaranteedduole 0.
Finally, we have a clustered sensor network lilguFe 13.

4.2 Secure Cluster Head Election Scheme

Our election scheme consists of three steps. lrir$testep,
each node generates its contribution value anddoests it.
Then, each node gives direct reputation valuesheroodes
in the same cluster according to how well they oanfto the
protocol. Protocol conformity is judged by measgrimow
many times a node successfully transmits its messdgring
the protocol operation and how many times the riaitiein its
message transmission during the protocol operation.
Therefore, the numbers increase incrementally heg tan
acquire more correct values with the lapse of tifwe.such a
reason, we can weigh the numbers with a time fadtoat is,
we can consider the time interval between two sssfoé
transmissions and the time interval between twaiceessful
transmissions. Besides, we can diversify a sucaglessf
transmission into various numbers according tadteived
signal strength at a receiver side. The less sigimahgth is
measured at a receiver, the smaller the value diwethe
sender by the receiver. After assigning direct tagen values
to all members in the cluster, each node broadtastdirect
reputation list. We describe the first step in satisn 4.2.1 in
detail. In the second step, each node generatdsedhd
reputation values of other members using the rededirect
reputation lists and computes combined values dierot
members to store it in the combined reputationetaibhen,
each node’s real reputation value is generatedénaging the
combined reputation values assigned by other nddesly,
each node computes the average of real reputagioies for
all members and excludes the nodes whose realatéput
value is less than the computed average from Cididates.

response message, it first signs 3's clustsponse message g getails of the second step are described isuthsection

by its private key and transmits the signed mesatayey with
1's final cluster message. The signed message tendinal
cluster message constitute a solicitation resporessage.
When the node 3 receives the solicitation respoitse,
examines whether the final cluster message incladsaster
response message of any unknown node or not. hf smode

4.2.2.In the third step, all nodes share a common vaiue b
aggregating the contribution values of CH candislated elect

a CH using the common valughe third step is described in
subsection 4.2.3.



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

4.2.1 Transmission of contribution value and

reputation list
Figure 14 illustrates the flowchart for the firg¢s in our CH
election scheme. Note that Figure 14 was moved tinéo
Appendix due to the big size of the illustratioor Every CH
election round, each node generates its contribwiadue and
broadcasts it. After all nodes transmit their citittion value,

each node computes direct reputation values foreroth@ddition, Wy and W,

members by evaluating how they conform to the elusead
election protocol. The protocol conformity can baleated
by how many times the nodes transmit their messageby
how many times they fail their message transmissfonthe
given transmissions. As time goes by, the numberiilaely to
increase and the values become more correct. Trerahey
should be weighed by considering the time intebetiveen
two successful transmissions and the time intebediveen
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determined by dividing the maximum reachable distaby
the cluster diameter. Whenever a nadescognizes that it
receives no messages from a npdaring a broadcast period
(that is, distribution of contribution value or ttibution of
direct reputation list), it increases the frequenoy

unsuccessful transmissions for the node (thaud§,j ). In

represent the weights for the

frequencies of successful and unsuccessful trapemis
respectively. They can be computed by the equat®nand

(6), whereA is the time interval between the latest two

successful transmissions ady], is the time interval between

the latest two unsuccessful transmissions.
Then, each node broadcasts the direct reputatindi
share it with other members. When a node receivdiseat

two unsuccessful transmissions. Considering theveboreputation list, it checks whether there is anyoabral value in

aspects as a whole, we can produce the equation (2)

D _1_ 1

R = )
max[{v.sG ; —wug },0]+1

4

T Ll_z ®)
G,G, h'h/
d =41 @
Etwo_ray_arm x b

In (2), SOl and Uc ; represent the frequency of

the direct reputation list or not. If an abnormalue is found,
each receiver checks the number of election robmdase of
the first round, it replaces all direct reputati@ues of the list
with one and saves the list into the reputatiofeta®therwise,
it keeps the sender’s previous reputation lishirieputation
table. If a sender’s direct reputation list hasillegal value,
each receiver replaces the sender’s previous riputhst
with the currently received listhen, each node computes the
maximum reachable distance of the message to atljast
frequency of successful transmissionkat is, the frequency
of successful transmissions is increased by thebeuthat we

successful and unsuccessful transmissions from rjpdecan get by dividing the maximum reachable distamicéhe

respectively, which are counted by node Since a
compromised node can deliver its message to oplgraof
nodes in the same cluster by decreasing the trasgmi
power, frequency of the message reception canvetsified.
To reflect the effect by this kind of attack, wenslered the
received signal strength of a message when eaah cmthts

the message reception. That is, the value ofStltllg should

direct reputation list by the cluster diametémembers in a
cluster receive no messages during a specific gpexidime,
the first step of our scheme ends.

4.2.2 Reselection of CH candidates

Figure 15 demonstrates the flowchart for the sesteywlin our
CH election scheme. We put Figure 15 into the Apipen
since its size is too big to locate in the main.t€xrst, each

depend on the received signal strengitenever a message iSmember checks if there is any member which avoids t
received by node. If we assume that the two-ray groundiransmission of the direct reputation list. If adecavoids the

reflection model is used for radio propagation,calen can
extract the transmission power of a received messsigg the
equation (3), wherg, is the received powedl,is the Euclidean

transmission of its direct reputation list, othedas increase
the silencer’s frequency for unsuccessful trandomssby one.
Then, each member changes two unsuccessful trasiemis

Distancel is the system los&; andG; are antenna gains, andtimes for the silencer because the latest unsuttess
he and h; are antenna heights. If a node can extract thgsnsmission time should be changed to the predémwn,

transmission power of a received message, it caneitract
the maximum reachable distance of the mesghpeging the
transmission power as shown in the equation (4)eravh
Etwo_ray_amp iS the energy consumed by the amplifier hiigithe
bandwidth.

A
=]1-—5 5
° A +A, ®
w, =1-—2s ©)
A, +A

If the maximum reachable distance of the messadieeis
same as the cluster diameter, it means that tlteseormally
transmits its contribution value. Therefore, nadacreases

the SC ; by one. Otherwise, the increasing valuesof; is

each membeir computes the indirect reputation value of any
other membej in the same cluster using the equation (7),
wherem is the number of members in the cluster. In doldlit
each membarcan compute the combined reputation value for
any other membej by combining the direct and indirect
reputation values of the memheas shown in equation (8).
After obtaining the combined reputation values heaember
stores them into the combined reputation tabletly,asach
member can obtain a member’'s real reputation vélye
averaging all combined reputation values of the bemas
shown in equation (9). Real reputation values flomambers
are summed and divided by the number of membendier to
obtain the average real reputation value. Each maemb
excludes the members from CH candidates whose real
reputation value is smaller than the average egaltation
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value.

START

Add the contribution
values of CH
candidates into a sum

v

Divide the sum by the
number of CH
candidates

Take the remainder as|
the position of CH
nodein the candidate

list

END

Figure 16. Flowchart for CH election
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4.2.3 CH Election

Figure 16 illustrates the flowchart for the thitdsin our CH
election scheme. Each node generaesandom value by
summing the contribution values of survived CH cdates
and obtains a remainder by dividing the randomevdily the
number of the survived candidates. The remaindgicates
the position of the CH node in the candidate list.

5. Evaluation

We exploited the simulator ns-2(version 2.27) [24],
evaluate the security and the energy-efficiencyclifster
formation schemes and CH election schemes.
simulation environment, 100 nodes were randomlylajem
in a 100 meters 100 meters area and the sink was located
the position of (50 meters, 175 meters). The sitiora
employed the energy consumption model in [1]. Eactle
used non-persistent CSMA and TDMA as its MAC protoc
When a cluster separator communicates with the, sink
employs the non-persistent CSMA to avoid the dolfis
between separators. For intra-cluster communicatéath
node employs the TDMA to avoid the collision amadhg
members in the same cluster. In addition, eachierlesnploys
a different spreading code to avoid the inter-éust
interference. Table 2 shows the simulation pararseaed
their values. We ran each scheme 20 times for eactber of
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Table 2. Simulation parameters

Parameter Value

Simulation area 100rx.100m.

Simulation time 1800 sec.(CH election schemes)

CH election period 30 sec. (CH election schemes)

Number of nodes 100~150

Number of compromised nodeg ~ 10~50

Compromise time distribution 3~900 sec. (CH elet8ohemes)

Initial energy 20 Joules/battery

Energy consumption model Energy model of [1]

Bandwidth 1 Mbps
Packet header size 25 bytes
Transmission range 25 meters

Signature Algorithm ECDSA (Elliptic Curve Digitdl
Signature Algorithm)-160 (cluste

formation schemes)

=

Data Encryption and AES (Advanced Encryptior
Decryption Algorithm Standard)-128 (cluster formation
schemes)

Hash Algorithm SHA-1 (cluster formation scheme

5)

MAC protocol Non-persistent CSMA, TDMA

nodes were changed for each run.
In this paper, we have proposed a secure clustaration

scheme and a secure CH election scheme respectively

Therefore, we first performed our simulations tonpare and
evaluate cluster formation schemes and additiamallations
are followed to compare and evaluate CH electideses.
For such a reason, we provide the simulation resnltthe
following subsections respectively.

5.1 Evaluation of Cluster Formation Schemes

In the descriptions of our cluster formation schei®ection
4.1), we assumed that there was only one attaalclaster to
simplify the explanation about our scheme. Howeueithe

In osmulation environment, multiple attacks were lehett in a

cluster to see how those attacks affect the sganfré cluster
farmation scheme. Those attacks are divided intodlasses.
First class is a precise attack where a compromismte
causes an abnormal situation and other nodes eatifidor
suppose which node is responsible for the situafibis class
of attacks is caused by compromised cluster separathe
other class is a vague attack where a compromsee causes
an abnormal situation and other nodes cannot suppbgghw
node is responsible for the situation. This clasattacks is
caused by all kinds of nodes regardless of thédx ro

We compare our scheme with Sun’s scheme [12] stace
aim and strategy are most similar with our schestiough
other schemes [2-3], [11], [18] provide their secutuster

compromised nodes and averaged the results to drawformation techniques, they are excluded from coispar

statistical value. The network topology and the poomised

because their methodology and attackers’ aim grefisiantly
different from our scheme. Rifa-Pous’ scheme [El§imilar
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Figure 20. Avg. number of double clusters
Figure 18. Avg. number of clusters in network cluster formation and dividing the sum by the numtrfe

to our scheme with regard to cluster formation ethogy nodes. To get a representative value, averaged the
but it has no defense mechanism against compromisees fractions of 20 runs. This metric represents thergy
which deviate from the protocol. So, comparisonhwit  efficiency of a cluster formation scheme.
Rifa-Pous’ scheme is unfair. All simulation resuieve 95%  In Figure 17, we show how many compromised nodes
confidence intervals. For the comparison with Swekeme, become a single cluster in two schemes as the nuotbe
we developed the following metrics. compromised nodes increases. If a compromised node

- Average rate that a compromised node becomes ke sin§ecomes a single cluster, it means that the cormipesimode
cluster: it is computed by counting the single ®ts S expelled from the cluster. As shown in Figure 3.).7”
which were compromised nodes by themselves at eagfheme outperforms Sun’s scheme. Even though dtaticn

run and averaging the fractions. This metric repmes fate of compromised nodes seems to be too small, it
how well a cluster formation scheme expel®erformance is rather good because most of compeai

compromised nodes. separators are isolated. Recall that normal nodesdentify
- Average number of clusters: it is computed by cimgnt ©Only a precise attack and compromised separatorsony
the number of generated clusters at each run a¥Oke such an attack.
averaging the numbers. This metric represents theFigure 18 shows how many clusters two schemes gener
resiliency of a cluster formation scheme againgt th@S the number of compromised node increases. Ewegh
attacks invoked by compromised nodes. both schemes increase clusters as the number gfroarised
« Average number of members per cluster: it is comgbut '0d€s increases, our scheme greatly reduces thbenwh
by dividing the sum of all members by the number oflusters. This is because our scheme_generateesr lsized
clusters at each run and averaging the fractionisis CluSters and suppresses the separation of theecluss
metric represents the quality of generated clusters ~ POSSible. _
- Average energy consumption per node: it is comphged A Single cluster consists of only one node and abtto
summing the consumed energy of all nodes during tisduster consists of only two nodes. Single and tiualusters
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are almost meaningless in the viewpoint of clusteand we

call them as bad clusters. Figures 19 and 20 stwowrhany

bad clusters two schemes produce. As shown in &gl® and
20, Sun's scheme generates more bad clusters than
scheme. Especially, because Sun’s scheme genenates
single clusters than our scheme, we can say tlygnierates
more useless clusters in comparison to our scheme.

0.2
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Figure 23. Avg. energy consumption for communication
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Figure 24. Avg. energy consumption for computation

more amount of energy than the case of less conigpedm
nodes. As the number of compromised nodes increases
scheme greatly reduces energy consumption of nades
shown in Figure 22. This is because our scheme ampl
mainly broadcast transmissions.

Figure 23 shows the amount of energy each nodeunwets
for communication during the cluster formatids shown in

Figure 21 shows how two schemes have an impachen figure 23, Sun’s scheme slightly increases energy

average number of members per cluster. The resaltsthe
quality of clusters when the clusters are undexcift. Both
schemes decrease the quality of clusters as thderuof
compromised nodes increases. Sun’s scheme exautede
whenever the node is identified as a compromiset ray a
suspicious node. So, it decreases the quality utels as
compromised nodes increase. Our scheme preserees
quality of clusters higher than Sun’'s scheme bezaitis
separates much less nodes from clusters than Scimésne.
Figure 22 shows energy-efficiency of two schemeSun’s
scheme, if a compromised node causes an inconsystgn

consumption as the number of compromised nodesases.
Our scheme greatly decreases energy consumptioelbas
preserves the amount of energy consumption cofhgtant
regardless of the population of compromised noEligsire 24
shows the amount of energy each node consumed for
computation during the protocol. Both schemes caomwesl
much more energy for computation than that for
communication. It shows that the total energy comstion of
both schemes highly depends on the energy consoumfuti
the computation of both schemes. As shown in Fig#ge
Sun’s scheme incrementally increases the amouenefgy

cluster membership, a normal node starts the pobtocconsumption as the number of compromised nodesases.

conformity check. The normal node requests thehiigng
members to send the previously received messaghsawi

This is mainly caused by the increase of one hapocmity
checks. Our scheme preserves the amount of energy

signature in unicast manner. So, if compromised esodconsumption almost constantly regardless of thesase of

increase, more normal nodes start the protocoloconify
check and their neighboring members should consuoeh

compromised nodes. As a result, it greatly redtivesnergy
consumption of nodes especially under many compedni
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Table 3. Qualitative comparison of cluster formation

schemes
Schemes
Sun’s scheme Our scheme

Properties

Cluster Many two-hop clusters 4

] . Only one-hop clusters

configuration a few one-hop clusters
Protocol Conformity check of| Conformity check of two

conformity check | one hop neighbors hop neighbors

A large number of

. e A large number of]
unicast transmissions t

Communication broadcast transmissions

a small number of
overhead + a small number o
broadcast . S
P unicast transmissions
transmissions
Alarge number of ECC
Computation encryptions/decryption A large number of ECQ
overhead s + a small number of encryptions/decryptions

hash operations

Action when a Delay the separatio
- Separate the cluster - .
suspicious nodg . ; when a definite evidence

; immediately .
is found is found
nodes.

Table 3 shows the qualitative comparison of ouesthand
Sun’s scheme. As shown in Table 3, Sun’s schemeupes
only one-hop clusters where each node is directhnected
while our scheme produces many two-hop clustersendach
node is connected through at most two hops. Ingarfithe
method for protocol conformity check, Sun’s scheamgloys
only one hop neighbors while our scheme employs o
neighbors to maintain the two-hop clusters. Thigntains the
quality of clusters in our scheme high as showhRigure 21.
Sun’s scheme employs a lot of unicast transmissiorke
protocol operation while our scheme rather empboyst of
broadcast transmissions. This makes the big difterein
energy consumption for communication between tves®es
as shown in Figure 23. Besides, since our schepel®more
compromised nodes than Sun’s scheme, it makes
difference in energy consumption for computatiotween
two schemes as shown in Figure 24. Note that a whilh is
excluded from a cluster does not consume energycager.
In Sun’s scheme, when a normal node detects acioggi
node, the suspicious node is separated from th@aticluster
regardless of its legitimacy. Contrarily, our scleedelays the
separation and attempts to maintain the two-hostetu
structure as possible.

To compare the memory overhead of two schemelsj le
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exchange of certificates. Besides, each nateuld store all
CR messages sent from its members to agree onusierc
membership. So, each node’s storage overhealll+bli
messages. When a normal node receives no FCS raefisag
requests other members to send an evidence efititacy.

If the node succeeds in getting the evidence, dukhalso
store the evidence to persuade other members 6fShede’s
misbehavior. In this case, the node’s storage @aathis
M+Ni+1 messages. Therefore, our scheme’s storage @gkerhe
is lower than Sun’s scheme.

5.2 Evaluation of CH Election Schemes

We compared our CH election scheme with the sesdda
scheme [15], the commitment based scheme [15]ttenkey
chain based scheme [16]. The reason why we chease th
schemes for comparison is that they generate a comadue
and elect a CH using the common value like our rmehe
Besides, they suffered from the same attacks.dinster, all
compromised nodes invoked the same kind of atfBtuk. was
essential because the objectives of two attacks ighsilence
attack and selective transmission attack) conflith each
other. To facilitate our comparison, we developdu t
following metrics.

e Average number of CHs per cluster: it is computgd b
summing the number of CHs per cluster through all
election rounds and dividing the sum by the numnidfer
election rounds. This metric represents the resilieof a
CH election scheme against the cluster split trials
compromised nodes.

e CH winning frequency of compromised nodes per
election: it is computed by summing the CH winning
frequencies of compromised nodes through all eacti
rounds and dividing the sum by the number of edecti
rounds. This metric represents the robustness stghie
election result modifications by compromised nodes.

e Energy consumption per node: it is computed by
summing the expended energy of all nodes during the
simulation and dividing the sum by the number adem
This metric represents the energy efficiency of lda C

the election scheme.

Figure 25 shows how many CHs are generated irstetlas

the number of compromised nodes increases. Betagiseed

based scheme and the commitment based scheme do not

properly deal with the selective transmissionsasfipromised
nodes, they greatly increase the number of CHs auder a
small number of compromised nodes. The key chaseda
scheme mitigates the increase of CHs via a prottual
merges multiple clusters into a single cluster when
compromised nodes are sparse. However, if compeamis

the number of nodés neighbors. In Sun’s scheme, becausfodes increase, they can collapse the operatitineofnerge
each node should store messages from all neighbors in eagiotocol. Our scheme hardly increases the numb€Hsf per

step and the messages are received through fops, ste

cluster regardless of the increase of compromisetes as

memory overhead isNt messages. If a nodedetects that a shown in Figure 25.

neighboij has a different cluster membership, it shouldixece

Figure 26 shows the CH winning frequency of compseih

an extra message from and store it to complete thenodes as the number of compromised nodes increAses.

verification. If so, nodei’s memory overhead isNi+1

shown in Figure 26, the seed based scheme and the

messages. Lédl be the number of members in a cluster. Sgommitment based scheme increase the CH winningdrecy

we have an inequality @Ni > M(>2Ni) >Ni according to the
result of Figure 21. In our scheme, each node girstesNi
messages which are sent from its neighbors duehdo

of compromised nodes according to the increase of
compromised nodes. This is because compromisedsrazae
t
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easily forecast a CH election result and chang€thelection

result by avoiding the transmission of their cdnition

values. The key chain based scheme provides tssterity

than the preceding two schemes, because it exchodss
which avoid transmitting their contribution valuesre than
once. However, if compromised nodes alternatelycatiweir

transmissions, this scheme also allows many comipeain
nodes to survive the exclusion. Therefore, thedten based
scheme is also vulnerable to the increase of comigeml

nodes. Although our scheme also increases the Ciding

frequencies of the compromised as the number
compromised nodes increases, the increasing ratrydow

as shown in Figure 26.

Figure 27 shows the average amount of energy coetsbm
each node. The seed based scheme provides thereegy
efficiency as compared to other schemes, becausereale
transmits only a short availability message in Gétgons. It
seems strange that the key chain based schemeesethe
amount of energy consumed by nodes even if the aumwmb
compromised nodes increases. This is because thehiaén

B Commitment based scheme
@ Seed based scheme

mKey chain based scheme

O Reputation based scheme

3 bis

|

T

0 : : ' :
10 20 30

40

Average number of CHs per cluster
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Figure 25. Avg. number of CHs per cluster
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Figure 26. CH winning frequencyf compromised nodes f
election
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based scheme completely excludes a suspiciousfrmdeCH
candidates when the node is silent more than dreerefore,
the excluded node will not consuraeergy any longer. Note
that nodes consume almost the same amount of eimeogy
scheme. This is because compromised nodes in bemsc
can participate in the next CH election even thotlgly are
excluded in the current election. This strategyessthat our
scheme is able t@ope with message losses which occur
frequently in the wireless network environment.

We introduced an additional simulation to find htive
afcrease of nodes affects the security and perfocenaf CH
election schemes. In the extra simulation, we fitkednumber
of compromised nodes to 30 and assumed that ncagess
lost.

Figure 28 shows that the increase of nodes doelsavet a
great impact on the number of generated CHs iaciiémes.
In Figure 28, the key chain based scheme seemsvalp the
best performance among others. However, sinceoiymes
some clusters having no CH, it is difficult to ohiits
superiority over other schemes. Considering suchspect,
we can claim that our scheme demonstrates the best
performance over other schemes as shown in Fidre 2

B Commitment scheme
O Seed based scheme

mKey chain based scheme

OReputation based scheme

LLLL

The number of compromised nodes

Energy consumption per node

10

Figure 27. Energy consumption per node

B Commitment based scheme

@ Seed based scheme

mKey chain based scheme

5 Avg # of clusters with no CH(key chain based scheme)

OReputation based scheme

Average number of CHs per cluster

The number of nodes

Figure 28. Avg. number of CHs per cluster
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Table 4. Qualitative comparison of CH election schemes

B Commitment based scheme .
@ Seed based scheme Properties Immunity
_ mKey chain based scheme Unpredict | Non-manip | Agreement | from
a O Reputation based scheme ability ulability property message
B T Schemes loss
3
g 8 F Commitment
= based Medium Medium Low Medium
§ g o7 scheme
c 3
g% 4L
E Seed based
§ s Medium Medium Medium High
53 scheme
E . . \ _
; 110 120 130 140 150 Key chain
=} based Low Low Medium High
The number of nodes scheme
] o ] Reputation
Figure 29 CH winning frequency of compromised nodes based Low Low Low High
electior scheme

, scheme tackles the manipulability by excluding some
B Commitmentbased scheme . . A
e sk st compromised nodes from CH candidates, the excluso@s
mKey chain based scheme not work well when the population of the comprordis®des
OReputation based scheme grows up and thewlternately invoke a silence attack. The
reputation based scheme excludes malicious nodgsme!

- as long as the majority of nodes are normal nodethé

% T cluster. If the majority of members in a clustee aormal

= 4t nodes, they will give a small reputation value foe t

g 5 | compromised nodes. Therefore, the compromised hodes

% reputation value is likely to be smaller than tHaster’s

Z ol | average reputation value and the compromised nades

Eﬁ 1+ likely to be excluded from the CH candidates.

& & L L m 5 The commitment based scheme and the seed basedesche
110 120 130 140 150 have no defense mechanism when compromised nodés tr

The iiiiiber of iicdes break the agreement property by invoking selective

transmission attacks. Therefore, the agreementepipin a
cluster can be easily broken. Although the key rchased
scheme improves the property using a merge pratdatdes
Figure 29 shows the CH winning frequency of compseah not work well when the population of the comprordisedes
nodes as the number of nodes increaBasshown in Figure 9rows up and they do not cooperate with the prdtdnche
29, the increase of nodes reduces the CH winneggiency of 'eputation based scheme, normal nodes well exclude
compromised nodes in all schemes. This is nateratise the COMPromised nodes which launch selective transamissi
number of compromised nodes is fixed and the nurober attacks as long as the number of normal memberslimster is
normal nodes increases. Note that our scheme sggsr¢he larger than that of compromised nodes. As a retdt,CH
CH winning frequency of compromised nodes bettemth candidate list of normal nodes is almost same.
other schemes. In addition, the commitment based scheme and tkd se
Figure 30 shows the variation of energy consumpaimthe based scheme cannot deal with message loss. Trertfey
number of nodes increases. As shown in Figure #0, &ré very vuinerable to message loss. In the keindmased
schemes increase the energy consumption of nodéseas Scheme, message loss is more critical because slosters
number of nodes increases. This is because thelaumttes Cannot yield a CH due to insufficient recommendatio
also join the CH election protocol and consumertaaergy Mmessages. Because our scheme allows the nodesledaiu
resource. the current election to participate in the nexttm again, it
In Table 4, we present the qualitative comparisosuo CH 1S Very robust against message loss. Above desstipare
election scheme and rival schemes. The key chasiecba SUmmarized in Table 4.
scheme provides the worst unpredictability becdliseorder
of being the CH in a cluster is opened to all nodther 6. FutureDirectionsfor Research
schemes allow only the last contributor of a commalue to
predict which node is going to be elected as theTCidrefore,
the last contributor can manipulate the CH electiesult
through the silence attacllthough the key chain based

Figure 30. Energy consumption per node

Our cluster formation scheme assumes that theraois
message loss during the cluster formation processpé for
the intentional transmission avoidance of comprenhisodes.
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Even though it seems to be quite an immoderatargsson,
we need this assumption to discriminate a comprende
from normal nodes. Without this assumption, normades
cannot discriminate the misbehavior of compromisedes
from message loss. Therefore, the removal of ggsi@ption
is an interesting future research item.

Even though we do not provide any simulation resuls
intuitive that our CH election scheme is resiliént an
error-prone environment since it allows an excludede to
participate in the next election. In order to prtive resiliency

[3]

[4]

against message loss, we need to introduce adalition

simulations in a future study.

In a cluster structure, the number of members dtuater
greatly affects energy-efficiency and the netwddtime. The
larger a cluster size is, the greater energy-efficy is. This is

because a large sized cluster reduces the number[

transmissions in the cluster and consequently esiudbe
number of clusters (CHs) in the network. In a @ustl sensor
network, since only CHs performs a
transmission, a small number of CHs decreasesuimbder of
long distance transmissions. So, we need to deviseheme
which generates larger sized clusters than ounselzad well
identifies and excludes some misbehaving nodes.

7. Conclusions

In this paper, we have presented a secure clustarafion

scheme and a secure CH election scheme. Our cluster
large sized clusters ai9d

formation scheme generates
suppresses their split by using two-hop confornaheck.

[5]

long distance

[7]

(8]

Besides, our cluster formation scheme mainly enwploy

broadcast communication during the cluster fornmat@msave
the energy consumption of nodes. The simulationlt®es
represent that our scheme expels more compromisddsn
from clusters and suppresses the separation decdu©ther
simulation results represent that our scheme réigequality

of clusters and more energy-efficient than a recdeme. Our
CH election scheme makes manipulation of any Cldtiele

result harder than other rival schemes since itueles any
disreputable nodes well using the local trust sgs®®ur CH

election scheme also preserves the agreement prajemy

CH election result by coping well with the misbeioawf any

disreputable nodes. Simulation results have prdkeah Our

CH election scheme enhances the non-manipulabhitity the

agreement property of CH election results compéveather

schemes. Additional simulation results have showat the

proposed scheme preserves its performance eveghtiba

number of nodes increases.
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