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Abstract: Since the invention of low cost camera, it has beeflexible, low power network [7], creating an adehmesh
widely incorporated into the sensor node in WireléSensor network by initializing connection with every otheode in
Network (WSN) to create the Visual Sensor NetwoMSN). yange, and eliminates the necessity for expensid a

Nevertheless, the usage of the camera is bringitly itva lot of cumbersome wiring among nodes [11]. However, theafs
new challenges, because all the sensor nodes avergm by .
batteries. Hence, energy consumption is one ofntlst critical camera.ls ha§ increased the amoP_”t of datg tha?ohhfet
issues that have to be taken into consideratiormduition to this, transmitted in the network significantly, bringimgth it

the use of batteries has also limited the resoufcesmory, greater challenges, such as the limitation of Eeicg

processor) that can be incorporated into the sensade. The power and memory [12]. The VSNs are usually difer
lifetime of a VSN decreases quickly as the imagedasferred t0  from the standard WSN in terms of data operatian,ra

the destination. One of the solutions to the afemioned problem L . . )
is to reduce the data to be transferred in the ovétlyy using image VSN the data is in the form of plxel values (ima reas, .
standard WSN operates with scalar data (numeric).

compression. In this paper, a comprehensive suameyanalysis of )
distributed coding algorithms that can be usednizode images in Furthermore, in standard WSN a small number of pack
VSN is provided. The paper also includes an overvid these losses can vary the gathered data drastically wimlé/SN
algorithms, together with their advantages andcisfcies when the effect of these losses is altered by making afsthe
implemented in VSN. These algorithms  are thenpaed atthe  redundant nature of the images. In addition, in \é8Nthe
end to determine the algorithm that is more sutdin VSN. neighboring node observe the same area of contentra

Keywords: Visual Sensor Network (VSN), Distributed Coding resulting in multiple views of the same sight. W&, in the

Schemes, Distributed Source Coding (Slepian Wolfn&vyZiv), standard. WSN distingti\{e data values are gathesedhb
Compressive Sensing, Image Compression. neighboring nodes within the same area. HoweverN VS

navigation sensing visualization is restricted.

1. Introduction 1.1. Challenging Issues & Possible Solutions:

The production of low cost camera has caused VégeleThe transformation of WSN into VSN brings with diverse
Sensor Network (WSN) [1] to emerge and form theudls resource challenges that primarily include energy
Sensor Network (VSN) [2, 3]. It is a platform thas been consumption, bandwidth, poor computation and prsiogs
widely adopted in various applications, such as eamm capabilities [12]. Even though the CPU is consitdbra
tracing and surveillance [4, 5], natural catastepéprieves powerful and faster than the human mind in terms of
[5], health monitoring [5], perilous atmospheredntigation processing, however, have limitations in terms il
and seismic identifying [6]. Typically, a VSN ismstructed processing power, storage volume and communication
by several wirelessly distributed sensor nodes the bandwidth for image processing [13].
capable of harvesting and relaying the informationthe In VSN, sensor nodes and intermediate nodes exploit
network as shown in Figure 1 [7]. These sensor si@ite considerable amount of energy to transmit the imdae
usually tiny devices with limited processing poy#r9, 10]. toward the sink, than statistical sensor applicetithat are
built on the WSN, where sensor nodes only accurawdat
@ transmit data such as temperature or pressure.\Basides,
.b the life time of a VSN also reduces quickly due the
~N @ additional data transmission. Since the sensorscde be
(@) / deployed in areas that are difficult to reach, Hadteries
‘b I \ cannot be easily replaced regularly. Hence, thent@aance
Sensop,” 'nterN";?jcgate_ and replacement can become very costly and timéngas
Nodes~_ 42 | In order to overcome the aforementioned probleraym
~ @ / ' research works [13-33] have been made towards the
@%) A ;b Workstation designing and improvement of effective, reliablel @mergy
gb efficient image processing algorithms. The problexas be
addressed in two ways: i) to take into account medacy of
nodes in a sensor network, ii) to apply compressiremes
One of the greatest features of VSN is their indepat to decrease the data transmission [15]. In thé daise, only
nature. If the sensors are simply dropped in teklfithey a subset of sensor nodes will be selected and lmsédrns,
will group together to automatically construct atiremely avoiding the utilization of too much energy by e@tsensor

Figure 1. Wireless sensor network architecture
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nodes and thus increase the network lifespan. Hemyelis

approach may not work well when there is no redohda VSN (Image Compression

node. It is observed from the research carriedro[16] that SChelme)

the energy consumption for data transmission ifdrighan \l/ \I/ \l/

that of data processing. Furthermore, research dofig7] Transformation ~ Non-Transformation  Distributed
Schemes Schemes Coding Schemes

clearly verifies that the energy cost of transmgtilkB

information is almost the same for executing 3 ionill \]/_‘j/ \1/_‘1/ FH
instructions using a 100 million instructions pescend

(MIPS) /W processor. Hence, when sensor nodes kave | P€T ~ DWI  Vector  Fractal = DSC Compressive
. o Quantization Coding Schemes Sensing

frequently monitor and transmit image data for ayveng \l/
time, compression of data is a very expedient smiut JPEG YA Slepian

In VSN, image compression schemes are usuall Wolf
implemented before transmission of the image datas —> SPIHT Wyner
results in reducing energy consumption, as well a —> SPECK i
bandwidth usage. Figure 2a and 2b show the efféct | L EBCOT

transmitted uncompressed and compressed data thraug L_ — . :
multi-hop network. For example, if each sensoeiguired to ~ Figure 3. Classification of image compression scheme for
transmit 100kB of uncompressed data, then each VSN

intermediate node will have to relay 200kB of datathe The ordinary compression scheme is only capable of
network. In contrast, if the use of compressioresot could emoving the spatial, spectral, and temporal redooigs
help to reduce the data transmission by SO0kB, th@at appear within the image itself. In cases wiieeesensor
intermediate node will only have to relay 100kB ddta, nodes are simply deployed in the field, the fiefddew of
instead of 200kB. Therefore, compress the datareefone cameras may overlap with each other. Hencds it
transmission not only help to reduce the load ftbensensor possible to further reduce the amount of data to be
node, but also from the intermediate node. transmitted, by removing the overlapping regiomseiview
redundancy), usually achieved by using the disteithu
coding schemes. Many research works have been[d8ne

@ 33] on different aspects (audio, video, image) dBN/
’90 However, limited work has been done in the revieiv o
distributed coding schemes for VSN. The scope d th
Seﬂsor -J) Intermediate
1\l:n:'les e TNa BE| iatri i i
distributed coding schemes. Therefore, transfolomatnon-
b% / transformation compression schemes for VSN will het
/ 20“ -l discussed further. However, the detailed descriptamd
transformation/non-transformation schemes can bdied
Figure 2a.VSN scheme without image compression  from the research papers [28-51]
In this review paper, the main focus is on the itkta

research is to discuss and analyze the moderasdarched
(D)
eb Sink  Workstation comparative  analysis of the above mentioned
examination of the overall architecture, perfornefjgower

® . .
@ management, memory, computational complexity), @lon
with the advantages, disadvantages, implementadiuch key
Smw \(() et issues of distributed coding schemes. The reviasssby

presenting a comprehensive discussion and analysis
different aspects (overview, architecture, appiice) of
distributed coding schemes (Distributed Source Q@di
(DSC), Compressive Sensing (CS)) along with their

Nodes Nodes

\©|
/ >

Workstation implementation and most exposed issues for VSNedatien
2. In section 3, an in-depth qualitative compaeatnalysis
Figure 2b. VSN scheme with image compression of state of the art image compression schemes &iX \&

rqrowded based on the evaluation criteria and assest
methodology. Whereas, the implementation and sitioma
of these schemes on standard images and videorseguis
1.2. Image Compression Schemes for VSN: carried out in section 4 in order to analyze tiperformance

Generally, image compressions for VSN can be caiegp as well as to support the qualitative analysisltesa section
into the following subsequent sets as displayeeigare 3. 3. The overall conclusion is drawn in section 5.

The basic idea of image compression is to reduee t
redundant information that is insensitive to thenan eye.
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a form of DSC. As SW is a Lossless compressiorseh
o ] therefore, the output is independent of small errand
Distributed coding schemes have appeared to beobtfee |gsses. One of the attractive features of SW is the
most projecting and proficient image compressiopanipulation of distinct encoders, resulting iniamproved
mechanisms for modern image processing and serasedb compression ratio as the data sets are interrelat&te
applications in the recent era. The rapid growthisfributed general structure of the SW algorithm along witksless
coding schemes has made them an attractive meahdois decoder is p shown in Figure 4, that shows that ttine
multimedia applications along with VSN standardsdifferent sources are encoded separately usingsslelss

2. Distributed Coding Schemes:

Presently, a lot of distributed coding schemes hbgen
developed for digital image and video, as well. Thest
attractive schemes used in image processing afiphcare
Distributed Source Coding (DSC) and Compressivesiign
(CS). An overview of research related to distriduteding
schemes, primarily DSC (Slepian-Wolf, Wyner-Ziv)da@S
schemes is provided in the following subsectionsmirous
researchers have carried out research work onibdistd
coding schemes mainly focusing on the major issmergy
consumption, image quality, memory) related to imag
processing in VSN and have proposed different ieffic
schemes to overcome such problems.

2.1. Distributed Source Coding:

DSC is one of the revolutionizing technologies thatve
emerged as a mechanism for image compression f@ose
networks [52]. The scheme is based on the phenameho
individual compression of correlated sensor outphds does
not interact with each other i.e. the transmissibra set of
independently compressed sensor outputs
communication with each other) to a common poirgsé
station) for joint decoding [53, 54]. DSC is a famdental
approach that exploits the spatial associatiorensar nodes
resulting in reduced computational complexity a gensor
node (lower powered devices) whereas, increasirg t
complexity at the central node (high power devicesghout
performance degradation. Thus, such features of BjEto
support the energy constraints in VSN [55-58].

Although DSC has been an area of research since
1970s, but it gains popularity as a key image c@sgion
scheme after the current dramatic increase in diopteon of
visual sensor applications by the modern world. DS
schemes are used for remote sensing and multi-viages
in order to comprehend a low complexity encoder b
manipulating interrelated images and the
correlation respectively. With this new DSC modsige of
the major difficulties is to achieve the similaroficiency
(joint entropy of correlated sources) i.e. compi@ssof
correlated sources that are not co-located [59-BRferent
schemes were introduced with DSC such as LDPCdéd¢,
PRISM [75], Stanford [75], but all these schemesenmased
on Slepian-Wolf (SW) and Wyner-Ziv (WZ) theoremstth
increase the range of DSC to many potential apipics
(sensor network, wireless video) [79].

2.1.1. Slepian-Wolf Image Compression Scheme:

Slepian Wolf (SW) [63] is a mechanism based onlésss
image compression. According to [63], the sam
performance as that of jointly encoded source @aattained

(

n

inter-ban

encoder resulting in compressed outputs that arbo®d at
the decoder end, as the scheme is based on jaintihg
process with side information. A complete desaiptdf the
algorithm with a mathematical model can be founfbBj.

S | R
Source X X Encoder X X
Joint B
Decoder
Y —=> Y
| Source Y H Encoder Y
y
Rx> H(X/Y)
Source X/Y Lossless Lossless EN
Encoder Decodel XY
Side Information Y
Ry> H(Y)

Figure 4. General Structure of SW algorithm along with
lossless decoder

0The SW coding has practical significances such that
the systems with limited computational resourceattéoy
power and memory) or for a system with physicalljiced
interrelated data sets [70]. The research papéybshed by
ifferent authors in [63-71] have contributed todgrthe
understanding of the concept of SW coding and aimadyits
implementation aspects with WSN (especially VSK)[@3],
the well-known SW results are provided that deswikthe
ate region for lossless distributed sources. Theseilts
ave significant effects of information theory plerbs as
varied as sensor networks, authentication, and atatipnal

&omplexity.

In this context, [64] carried out research worktba SW
cheme in order to challenge the problem of indéeen

coding of correlated sources and joint decoding f
achieving the SW attainable rate region for random
interrelated sources at any instant. In this waléscription
regarding how distributed linear codes can be tsdthndle
the SW problems as well as embedding of LDPC ihto t
proposed scheme is provided. Moreover, the sinurati
result and analysis in [64] verifies that the pregd scheme
performs well for the entire SW rate region for iaevily
correlated sources, but for small codes and blagss

Further, in research papers [65-67] work on the
implementation and analysis of the SW in WSN isvjated.
The authors have highlighted that SW coding isarising
scheme for WSN (especially VSN) because it canrapti
gliminate the data redundancy due to spatiallyrietated
interpretations. However, these papers mainly $omu the

when multiple sources having interrelated dataeareoded mMajor problem in the implementation of SW in diéfat
independently. The working principle of SW techrigis VSN that includes power constraints and their pnesi
that each of the interrelated data sets is encodgglutions.

independently by separate encoder, but the congitess The research paper in [65] addresses the rateasitioc
output s decoded together by a singl@roblem caused by SW coding when dealing with rpleti

decoder, such a mechanism is known as SW codirighvir  interrelated sources, resulting in an increaseafsimission
power consumption of VSN. In addition to this, aveb
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water-filling algorithm is proposed to identify theptimal 2.1.2. Wyner-Ziv Image Compression Scheme:

rate-point in order to provide lossless recreatafnthe Wyner Ziv (WZ) [72] scheme was proposed in 1976 &nd
sources, whereas reducing the overall computationghsed on the extended idea of SW theorem. The W& is
complexity and power consumption of the VSN. lossy compression technique with the Side Inforama(Sl)
~ The research paper [66, 67] discusses the eneaemns  featyre at the decoder. The WZ scheme is basebleosaime
(increased volume of data produced within each tetus phenomenon as that of SW and obtains similar oufgsutts,
resulting in maximum energy consumption) causedSBY pyt with a lossy compression scheme. The WZ scheme
coding in clustered based VSN and propose possibi@symes that sources are mutually Gaussian i.at dgta
solutions such as i) an SW coding based energgi@fli sets are encoded within the data set, but are decod
clustering (SWEEC) algorithm that provides bettegongitionally make use of the SI. The decoder ideki
compression rate. The algorithm also improves Weral  eaylier decoded data set information in order taimthe SI.
energy efficiency for transmission in clustereddsh®/SN | each data set a channel code is applied by them¢oder
when compared to the standard SW scheme [63] ad i a set of resulting parity bits are transmitt&tie decoder
simulation results attained in [66] verifies if) A suitable akes use of the parity bits and the SI to compthte
distributed optimal compression clus_tering protodaDC?2) decoding [75]. Recently, the WZ coding has bedized in
that reduces the volume of data in a clustered o/W jmage/video. Figure 5 presents the overall blocigdim of
resulting in better intra-cluster communicationtcas proved e Wz image compression encoder and decoder, iohwh
by the simulations in [67] respectively. the original image is first transformed and then
Additionally, in [68-71] problems regarding SW soie quantized. The quantized image data is passed thréue
are discussed with possible propositions such {681 g\ lossy encoder without SI. The output is a cosged
proposes a new algorithm named distributed aritmnetimage_ For decoding, the compressed image datanists
coding that make use of arithmetic codes for tietributed e joint lossy decoder having Sl as discussed @bovice
case. In particular, this scheme was launched fer SW  (gne. the remaining steps are performed in revemer. A
coding problem, along with a joint decoder,complete description of the algorithm with a mathéoal

providing satisfactory results over SW, the reseagpaper mogdel can be found in the research paper [72].
[69] identifies that the SW problem is related t@mbchannel

coding and establish a liner code book dualityetwkeen the
SW coding and channel coding. This duality leads la . :

towards tt?e study of linear Svs codes in te)r/ms mﬂero% X él Transformation H Ouantizer Ié En?:\c?éer
among error rates at high proportions.

The research paper [70] discusses a novel probabi
proof of the SW theorem for i.i.d. Sources overitéin \
alphabets by determining that for attaining thendtad SW
rate region the random codes are linear over thbfigld. | X <] |Transformation |&| Recreation |&  SW
Another constructive approach for the attainabiitgndard |_ _ _ _ _ _ _ _ __ _ __ _ _____________-=—=———"]

Side Information ()

SW rate region can be found in the work done ir].[The RYZ(D)> H(X/Y)

work suggests an intuitive approach for symmetnd aon-

symmetric SW coding that can be used with systenzatil Source XIY > E';]‘;z‘:‘;ér N D';Césosdyer
non-systematic linear codes and can be extendednéoe

than two sources. ’I‘ > X1y

Side Information Y

Table 1 presents the performance outcomes for SiMgo R
y> H(Y)

scheme that are drawn after studying and analytieg
above discussed research literature. Figure 5. Overall block diagram of WZ encoder along with

lossy decoder

Table 1.Performance analysis of DSC (SW) image

X The research work by different researchers in [9R-7
compression scheme

= o leads way towards the exploration of the WZ codiageme.
arameters _CTOMMAnce In [72], the basic WZ algorithm is presented andl@xed

Moderate power efficiency as it completely remo . . o

redundancy produced by spatially interrelated data. that is derived from the principle of SW schemewlduer,

@
wn

E?f;'ggnc However, in clustered network the power consumpfioMVZ makes use of lossy compression scheme assutmig t
y increases due to increasing in volume of data withithe sources are mutually Gaussian i.e. in WZ Schémpet
‘;A"’;ﬁrmcu"::te;]emory ———— | data sets are encoded within the data set but ereded
mﬁmogy independent encoder phenomenon (correlated data aqgndltlonally make use of the Sl: '_I'hIS algorithmeng many
ilization encoded separately and decoded jointly) ways for the development of efficient WZ based apphes

for low powered image applications. The researchemm
[73, 74] provide different approaches by extending WZ
Low complexity level of the encoder side as it d¢stss| gcheme for multimedia networks
Complexity of individual low complexity encoders i.e. shiftirjg Th h K blish d . 731 is b d th
major computational load to the decoder side. e researg Work  publisned in [ ] 1S ase_ (_)n e
Moderate or low execution time as the processiag p €xtended version of the WZ network scheme havingfimu
is shifted from the independent encoders to a jpincamera nodes in which the collection point alsoéhaamera
decoder. __ _ __| attached to it. The previous work and its resutis tivo
Lossyness | The overall image quality is moderate or high as W goyrces and S| were also presented by the samerauth
Y of lossless nature. .
[73]. The paper, extends the work on the previasult by

increasing the number of sources to more than two.

Compression

Ratio Moderate compression ratio.

Execution
Time
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Further, it derives an achievable rate distortiegion and
external bound to the best rate distortion regiomly
possible where the sources are provisionally autmus
given the SlI).

Further, in [74] another modified version of WZ fdadeo
coding is proposed that focuses on the motion esibm
parameter that is a building block in improving thading
efficiency of WZ video coding. In most of the videoding
schemes, motion estimation is performed at the dkco
without the availability of the current frame. Thissults in
imprecise motion estimation that causes degradatibn
coding efficiency. This paper provides an analyticendel
for the estimation of potential gain by using muésolution
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author proposes minor alterations in PRISM and WZ

encoders in order to get a vital reduction in theergy
consumption of these encoders.

In [79], the WZ problem, i.e. coding of the soumtata
with S| existing only at the decoder in the formatossy
scheme of the source in discussed. The paper esplmth
the theoretical and numerical designing aspects\Wat
scheme based on multi-dimensional nested lattieegher,
a precise calculation on the basis of high resmiuti
assumption is also developed. The results fromathave
assumption can be used to analyze the performamtean
assist as an applied director in selecting wortttides for
WZ coding. However, the mentioned work has somenope

motion refinement (MMR) and assuming that the decodproblems such as the upper bound expressions ugsdbm

has fractional admission to the current frame (fegy
domain). The experimental results show that, ah higes,
WZ for video coding using MMR is lower than that thie
conventional inter-frame coding by a margin of HB.
However, it outperforms WZ video coding using matio
extrapolation by 0.9 to 5 dB. Simulations show gnsicant
gain using real video data. Furthermore, vitalngai
simulating real video data has also been observed.

The researches carried out in [75], highlight thebfem

faced in video coding as well asdiscuss, analynd a

compare the two early solutions, i.e. Stanford, BRISM
based on WZ, designed by the Stanford University tue
University of California, Berkeley research team
respectively. This paper mainly focuses on the tional
aspects of the two solutions and provides a coripara
analysis of both the solution. Further, differesduies related
to the research of WZ video coding are addresset as
side information creation, iterative decoding, ingéation
noise, rate control, and WZ selective coding.

Further, in [76] another approach for multimediaiog is
proposed to focus on designing a low complexity Weo
codec with intra frame encoder and decoder. Inwhisk, the
WZ video coding is improved by using run length iood
scheme for high frequency coefficients and utiligthem at

improved; the maximization of theta series ' ddnsadue to
the upper bound is another problem. Moreover, #ednof
more systematic approach to low-complexity coddgies
to be followed.

Table 2 presents the performance outcomes for a WZ

coding scheme that are drawn after scrutinizing aheve
discussed research papers.
Table 2.Performance analysis of DSC (WZ) image
compression scheme

Parameters Performance
High power efficiency as in WZ source data |i
Power individually encoded at the encoder and jointly atéed
Efficiency at the decoder. So it involves intra-frame codind ao
predictive coding (motion approximation, recompgnse
Memory WZ is based on the principle of SW so it also pdesi
Utilization minimum memory utilization.
ggg:)pressmn High compression ratio.
Moderate or low complexity level as it consistslaiv
Complexity complexity encoders i.e. efficient subdivision dfet
convolution between the encoder and decoder
Execution Moderate or low execution time as the processiag s
Time shifted from the independent encoders to joint deco
Lossyness 'rll'gte;r%verall image quality is moderate as WZ isasky

2.2. Compressive Sensing (CS) Scheme:

the decoder side for accurate motion estimationchSuCo,m:,ressive Sensing (CS) [80] is an attractive effettive

scheme allows the implementation of low delay systéth
S| generated from the previous reconstructed frahte
experimental results (simulations) verify that pyspd WZ
codec has impressive gain over traditional DCT-Bastra-
frame coding. In addition to this, in [77] a new Wased
new multi-view video coding scheme is proposedwirich
the complex processes (temporal and interview tziio@
examination) are shifted from the encoder to theoder
side. This scheme results in the evading of rava daiffic

and complex computation. The core part of proposgdy

compression scheme that has achieved popularitya as
mechanism in recent years. CS appeals more intémst
the researcher of numerous fields such as statistic
information theory, mathematics, signal procesgirgpding
theory and computer science. The conventional naetbgy
towards the transformation of the signal or imagbased on

the eminent Shannon sampling theorem (the so-called

Nyquist rate). The innovative concept of CS opensew
domain for data compression and expects that sfmeages
n be reconstructed from what earlier supposedeo

approach is based on wavelet and SPIHT-based W&bVideyiremely imperfect information (measurements). S

coding scheme. The results in [77] show that bygishe
proposed scheme inter-camera interrelation is el/aatel
computational complexity is shifted to the decodemvell as
the coding performance is much better than the eational
intra coding.

In [78,79] the discussion, evaluation and analgsisthe

mainly beneficial in two situations. Firstly, whedirect
measurement of high resolution signal is hard tb ayed
results in additional hardware cost. Secondly, wéreeoding
of one or more high resolution signals is difficule. WSN
and multi-view imaging. The detailed descriptionra) with
algorithm implementation of the CS scheme can rief¢80,

application of WZ based schemes on the wirelesgovidg7 92 93]. The basic architecture of the wholecpss of

sensor network is conducted. The energy efficiendy
different video coding schemes for WSN was evahiated
presented in [78]. The analysis performed by [F#jves that
predictive video coding provides a higher comp@ssatio,
but utilizes much more energy, whereas distributeio
coding shows that the WZ encoder has constantlydugul
energy efficiency than the PRISM encoder. Furthbg

CS algorithm is shown in Figure 6. In encoding esx; first
the image scene is captured by the image sensa and
then transformed into a small block of size “BxBhen
individual sampling of each block is carried ouséa on the
same measurement matri®.” This transformation of the
image into blocks not only provides a simple suetof the
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sensor node but also tends to a better and faistl isolution
of “x” [92]. Afterwards CS is applied to only thosdocks
that are sparse. The output results in compresaéal th
order to attain the original image back the sanmegss is
performed in reverse order. The detailed descnptfong
with algorithm implementation of the CS scheme far to
[80, 92, 93].

Xd @5 Xd
Compressive | De-Compressive
Sensing Sensing

Encoder b Decoder

1
) L %

dﬂ Image L
X 11
11

L Inverse

Image [ Image

Transformation 1 Transformation

to Block (BxB) ‘I : :
11
11
11
11
[
11
11
11

Encoded Bit Stream
_________________ L U |
Figure 6. Broad spectrum block diagram of Image

compression and decompression by using compressive

sensing scheme.

CS is based on the central concept of signal reptason
by means of a set of linear, non- adaptive measemésri.e.
a representation of signal/image by making useheffew
non-zero coefficient (sparse expansion) presettiérsource
[86]. In such schemes, the reconstruction of taadiimage
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The applications of CS for WSN data gathering and
energy efficiency have been studied in a few pajss88].
The work done in [84] delivers current reviews of C
implementation on WSN. This paper shows that CS
embraces encouraging enhancements in order to edtiac
characteristic constraints of WSN such as poweletiep,
lifetime, time delay and cost. In addition, it aloalyzes the
effectiveness of implementing CS on WSN ie. CS
substitutes the conventional sampling. The CS sehem
combines the data collection and compression dt#psa
single step and does not require intermediate stepgtain
the signals. Hence, transmitting the entire imagday a
smaller amount of image is required to be trangmitbr
stored. This paper leads the way towards the ingmants
revealed by the application of CS in WSN in terrhpawver
management, lifetime, and time delay.

In [85] study and performance (energy, latency)lyasis
based on the implementation of CS for data gathenn
WSN is conducted. In advance, a data gatheringlgmoln
WSN is expressed and different solutions are pregose.
tree based and gossip based protocols scalableewityy
and latency necessities. The experimental reshtisy ghat
both the protocols perform better for data gatlgeimWSN
in terms of energy and latency. However, a treeethas
protocol is vulnerable to the link lost.

On the other hand, [86] presents the first compdietgsign
for the application of CS in order to gather data large
scale WSN. The benefits that can be delivered gy th
proposed scheme includes reduction in communicatast
without increasing computational complexity, maximu
lifetime as well as it can handle unusual sensapuis
efficiently. Moreover, this novel scheme is tespedctically

from a small set of measurements can be performed Bnd the experimental results verify its competemacel
empowering the nonlinear optimization [81, 82, 89]toughness. However, the scheme is not appropateniall

However, the CS reconstruction must satisfy twqprbes:
sparsity and incoherence i.e. the signal must lzesspin
some domain, as well as the encoding matrix andphesity
basis must satiate [105].

A comprehensive discussion on different aspecte®CS

scale sensor networks (due to limited signal sparsi
The research paper [87, 88] also provides detaglarding
the energy and complexity issues in WSN and proijposof
new schemes based on CS. Paper [87] focuses on the
temporal-spatial field measurement (data collegtissue in

image compression scheme can be found in [80-9h¢ TWSN that utilizes maximum energy and propose araehe

research work in [80] provides a detail introduetiand
analysis of the theoretical and mathematical aspetiCS,
and it also discusses its potential applicationsigmal and

based on CS that gathers data from WSN withouitz i
maximum energy. The proposed scheme was desigrted wi
the idea of performing repeated projections in ortte

image processing. Similarly, in [81] a survey ofeth maximize the data volume gain per energy costs.stheme

theoretical features of compressive sampling iSopered,

was tested both theoretically (simulations) andctically

discussing its basic principle based on sparsityd arffreal WSN) and the experimental results in [87]vsltbat

incoherence i.e. signals/ images can be recovemu &
small number of samples or measurements other tian
conventional methods used. Whereas, in [82] C$sudsed
as an alternative to Shannon/Nyquist sampling foarse
attainment or signal compression. The paper mdodyses
on the important performance gains that can beeseti by
utilizing more realistic signal models other thaimgle
sparsity and compressibility (inclusion of deperdes)
among values and locations of the signal constduaisare
governing the CS writings.

Further, in [83] the mathematical characteristitthe CS
for sparse signals and question related to trairémgl

the proposed scheme provides a perfect approximafithe
indefinite data for assuming energy cost.

Similarly, [88] also proposed a CS based scheme for
energy efficient data gather in WSN, emphasis oa th
sampling rate of the sensor nodes in WSN as moshef
energy in WSN is consumed in sampling and transariss
The proposed scheme reduces the sample volume iedcup
by sensor nodes as well as making use of a newonand
sampling scheme that take in account sampling aiomes,
hardware restrictions and the transaction among
computational complexity and scheme randomizatibime
scheme was practically implemented and the expaitiahe

optimal linear projections are discussed. Furtheemo results in [88] show that the sample volume wastéichto a

different experimental results are performed towamsthe

quarter as compared with the samples taken by e¢hsos

related question. The outcomes show that the wain@odes, result in the minimum utilization of enerfyr

projection sets can provide much better resulta thatimal
projections.

sampling and transmission. However, these resultsew
tested for real data gathered, i.e. by installing WSN at
Hessle Anchorage of the Humber Bridge location.
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The research paper [89-91] discusses the impletigmta Table 3. Performance analysis of CS image compression

aspects and the possible outcomes of CS schem@9]n scheme
inspects the gains that can be achieved by t| Parameters Performance
implementation of CS for data (image) collectionWSN, High power efficiency as it reduces the total antaofn

; Power data to be processed such that it recreates thel
for these two different approaches were proposén{ps Efficiency using only fewer sampling values than that of Nggyi
and hybrid-CS) in the form of a specific data odilen rate.
mechanism. The schemes were formulated and wepéuhel Memory Low memory utilization as it only makes use of tds
in solylng flow-based optimization prpblems. Howevihe | jiization sampI?_ mias_urerlllwgents that are necessary for| the
experimental results show that the first approachsdnot | recreation of signal Image.
show any improvement, whereas, in the hybrid CSaam, ggg:)pressmn The CS scheme provides a High compression ratio.
a substantial improvement can be seen in the thigutg Complexity | LOW complexity level as it consists of simple amv]
Further, the results were only tested for low-posgstems OMPIEXIY 1 complexity encoder and decoder.
only. Moderate execution time as it consists of a Ipw

In tis conext 190 proposes @ scheme or Ao 0] | e o wl ae Hivaon vo
samp!e \_/olume an_d l_deate S|gr_1al recreation in w§ the Spoumes annected. 9
resulting in a reduction in computational complgxgnergy The overall image quality /s Low i.e. it makes wiea
and processing time. The proposed scheme was teg minimum number of sample measurements to encodg the
theoretically (simulations) in numerous WSN corudis and image data to reconstruction of images from suchllsm
the simulation results provided in this paper shbat the measurements is difficult.

proposed scheme can recreate the output signatillng 2 3. prominent Features & Challenging Issues in DCS:
small sample volumes. Thus, providing better pentoice SW is one of the prominent and a proficient distéal

:cg rts\rlrg; ?fr]r[cegiciu;c:ulrj\gzat;tg)srg dtltgr:‘let'hint?]eeor:‘eeg?g:l]vcgll coding scheme used for image compression and hasdga
' ' y y eminence to be the scheme VSN. SW scheme explaits t

as implement and analysis of the baSi(.: principlé:_Sf_(the data redundancies present within the sensor netvagrk
signalfimage can be recreated by makl_ng use of||1rh1&ad_ removing them without inter-sensor node interactigiV
volume of samples or measurements) in VSN are geali scheme consists of low complexity encoders, satie

Further, the results obtained by CS were compaiiéd thve rocessing power. However, this scheme is susdeptib
results of JPEG Compression standard that indi¢ht#sCS P gp L L Iy
%(‘)me challenges as its practical implementatiodiffecult

Lossyness

is better in performance (power & memory managemer) nd costly because, in SW scheme, each sensorequaiees
ggrr]r]epr:]eélty, image quality) than the DCT based JPE e information about the whole corre_latiqn strugtof the
Furthermore, there have been only quite a few rekea network in order to encode data resultmg in suligthextra
approaches pr,oposed [92-98] specifically for CSesuh cost. Furthermor(_a, the SwW scheme is alsolexpos.etdeto
The most prominent of them is a block based CS optimal rate distribution proplem, i.e. to assigm @ptimal
discussed in [93]. The CS scheme based on blocioapip te to each node for sen_d_mg encoded data, v_vhesmse
' nodes are clustered. In addition, the SW schemetisobust

provides much better results as compared to tmelatd CS : o
; ) against transmission errors such as relay and semste
approach by reducing the computational burden dk age failure

E;()S\QSGSO\rf?/esfgis\}eIrsrlgr?seinre?vi:)yaéﬁzi]s. Ir:o[gc?s],ebd?ig:iljw WZ coding scheme an improved form of the SW coding
P 9 app prop scheme, ideally suited for VSN. The WZ scheme has

bIoc_:k-b_ased random image s.ampllng coupl_ed W.'th fvolutionized the concept of compression in aritisted
projection-based reconstruction is _adopted as 4]. [Shis environment for spatially interrelated data (imagio).
approach not only promotes sparsity, but also ;hmdne The WZ scheme makes use of joint decoders and
reconstruction. The proposed algorithm resultshim faster {ndividually encoded interrelated sources fo math

speed of the projection-based CS reconstructionh W'performance of the joint encoder/decoder. The SMAL

superior image quality, particularly at low §amglmtes. encoder’s results in greater cost benefits thiddethe way
Moreover, [95] reconstructs the multi-view imaget se

. . : ; . towards the development of low power, low cost and
jointly, enforcing sparsity not only in each imaggparately . o -
but also in the view-to-view difference images b memory video encoders, resulting in better rat¢odisn

neighboring views. Whereas, in [96] similar strgted joint presentation. However, WZ is exposed to image dizgian

) . as it is a lossy scheme. Further, the noiselessréaiation
reconstruction as that_ of [9.5] IS ado_pted. quevtdale statistics used for decoding, resulting in poordgmauality.
_correlatlon betyveen neighboring views |s_taken atoount Furthermore, feedback processing is also considenedof
in a more refined way rather than a simple sparsivey the major iss'ue
image _dn‘ference. For instance, the ne|ghbor|ngwwe_ CS shows pdtential to be an efficient sampling raem
correlanon; are - represented by a .Iocal geometrbcnd helps in improving the power consumption, menaord
ganfézrcrﬂai“sonqsle% [gljév\?eB\;érthfh:a\?:wl_%r_]\t/ig\?vc?gonl bandwidth for VSN. The implementation of CS for VSN
mFZJF:jeIin is based.on the rec’onstructed views talbag a reduces the total amount of data to be processduthat it

1INg 1S . S . 9 recreates the signal by using only fewer samplalges than
low-dimensional manifold. The joint reconstructiproposed

in [95-98] have few issues related to the compotati that of Nyquist rate. This result in an extendéetilne qf the
; . . sensor node. Furthermore, active node consumesmes t
burdens, particularly so as the number of viewssiases.

Table 3 presents theperformance outcomes for a Gt T B B0 SRR LCE R o e
coding scheme that are drawn On the basis of tlweab P B

discussion and analvsis the sensor nodes and the power consumption forepsitg
ysIS. will decrease. Even though with all the currenesrsh and
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major prosperous outcomes, still there are many dgsues
related to the reconstruction and practical impletaton of
CS scheme. The present works of CS are more conteht
towards hypothetical characteristics with simulatedults,
rather than on the realization of practical CS su®and the
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implementation is easy as it has a simple encodind
decoding process. Furthermore, the work done in the
research paper [25, 33] also validates the analisig/ever,
not a single scheme completely satisfied the etialua
criteria, with each having greater computationaliés than

exploration of prospective applications based ore thothers.

principles of the CS paradigm to other signal pssoey
complications.

3. Comparative Analysis of
Compression Algorithms for VSN:

Image

In order to implement a suitable image compressihreme
for a specific application, it is essential to kn@w strength
and limitation. Subsequently, the evaluation ofent image

compression schemes based on certain parameters

necessary.

3.1. Evaluation Criteria:

The criteria on which the different image compressi
schemes are being analyzed are;

e Power Efficiency & Memory Utilization:
In image processing, power efficiency & memoryizdition
are the two major factors that are needed to bsidered
and are defined as the level of performance thstrdees a
system (image compression) in order to achieve detgptut
results, while using least input resources (powemory).

e Compression Ratio:
The compression ratio of an image is defined assibe of
the original image divided by the size of the coessed
image. The greater the compression ratio the betilebe

Table 4: Comparative criterion of existing Image
compression schemes

%“S o bsc bs¢ cs
Parametel "~ (SPHIT) (sw) (Wz)
Power Efficiency High Moderate High Highest
Memory Utilization | Moderate Low Low Lowest
. . . High- High-
Compression Ratio High Moderate Moderate | Moderate
Complexity Moderate Low Moderate Low
-Low
Execution Time Moderate M?Ifloevzate Moderate | Moderate
High- Moderate
Lossyness Moderate Low Moderate -High

In Table 4, different image compression schemes are
analyzed on the earlier discussed criteria. ThdeTalesults
show that the SPIHT scheme provides moderate or low
complexity level. It attains low bit rate with tloempressed
output bit stream, i.e. do not require extra codimgchanism
(entropy or scramble) and use subset partitioningrder to
decrease the magnitude comparisons volume in thitengo
pass. Furthermore, SPIHT provides moderate or
execution time as it is based on an intensive @sgive
competence feature in which coding (or decoding)cess

low

the compression scheme. However, there is a triide-6an be terminated at any point if the recreation aof

between compression ratio and image quality.
e Complexity:

maximum output image is obtained. However, the terahe
information received by the decoder higher willthe image

The complexity of an image compression algorithm iguality. The SPIHT scheme might be exposed to it
defined as the number of processes performed by tREemory utilization as it consists of few link listad some

algorithm on a given time frame, i.e. how fast dows
particular algorithm performs for different elemerdgf an
image.

< Execution Time (Encoding/Decoding):
The execution time for compression scheme is défasethe
total time required for the encoding/decoding qfaaticular
image data.

e Lossyness (loss of information):
In lossyness certain amount of original image datéost
(pixels are removed/reduced) not important for sisen
order to reduce the size of the image data. Althpube
reduced file is not identical to the original file.

3.2. Assessment Methodology:

The evaluation procedure was based on a qualitatiedysis
by studying in detail numerous research works [64}1
conducted on different distributed coding image poeasion
schemes. On the basis of above mentioned critéhia,
research papers that provide the best result ®discussed
image compression algorithms, i.e. DSC (Slepianfy\/65-

71], DSC (Wyner Ziv) [73, 75-79], and CS [82, 84,8
88,89,91] were scrutinized. Furthermore, the tramsétion

sets requiring more storage capacity.

Besides, SW scheme provides low complexity encoders
low execution time and moderate compression ratios.
Although, the power efficiency of SW scheme mighg b
unstable in a few cases such as rate-allocatioiblgmg
clustered network problem, and dual channel coding
problem. The SW scheme offers moderate power eff@i,

i.e. although, it removes complete redundancy ofada
produced by spatially interrelated data sets thsilt in low
power consumption. However, when SW scheme is eqgpli
to clustered network or multiple interrelated s@sror with
dual channel the power consumption increases @se
volume of data produced within each cluster resgltin
maximum energy consumption). Furthermore, as isSists

of independent encoder phenomenon (correlated dega
encoded separately and decoded jointly) hencesqtires
minimum computational resources (memory) and regult
low complexity encoders. As SW scheme is a lossless
scheme so it provides good quality image outputth wi
moderate compression ratios. Furthermore, the bvera
execution time is moderate as the decoding proezgsres
more processing as compared to the encoding process

based DWT (SPIHT) [26, 42-49] was also analyzed fdvloreover, the implementation of such scheme in a re
comparison with the distributed compression schemesnvironment is very complex, i.e. it requires pod

SPIHT was selected because it is considered matstbiu

interrelated structure information (each sensorenauust

transformation based image compression scheme &M V acquire the information of the whole correlatiorusture),
scenario. SPIHT not only provides high compressionyhich in large sensor network is difficult to maeag

minimum power utilization but also its

hardwareAdditionally, this scheme is exposed to transmisgoors.
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To overcome the problems of SW schemes, the Wahd information) DWT (SPIHT) encounters few isssash

scheme was proposed that is the modified versicgheoBEW
scheme (but of lossy nature) and improves the ouwtsoof
the SW scheme by introducing the lossy coding topress
the discrete interrelated signals w.r.t. Fidelityitezion,
resulting in less difficult implementation problein,the real
world. The power efficiency of WZ is high such thiat
consists of individual encoder and joint decodeow(l
complexity) involving intra-frame coding. This sche is
also robust against channel coding and noise err@sit
does not make use of the predictive looping schamd
delivers independently scalable codec as with &se ¢n SW
scheme. However, due to high compression ratiolassly
nature of WZ scheme the output image quality is that
high, i.e. it does not provide efficient handlind the
compressed image data throughout the whole timeo(éng
and decoding). Furthermore, WZ scheme might be segbo
to some rate losses (system loss, source codigy los

The CS scheme that has attained much attentiohen
recent years and many researchers (discussedreaidiee
carried out work in order to analyze its benefitsdifferent
low power image compression application. The CSiges
the highest power efficiencies such that it focumeshe fact
that whole image can be recreated by making useeobnly
necessary samples of the present image. Furtherrtioze
sampling rate of CS scheme is much smaller thah dha
Nyquist rate. In addition to this, the CS scheme law
memory requirements as it deals with the minimunoam
of data. Further, the complexity level of CS schaméw
because it consists of simple and low complexitgoeier
and decoder. The compression ratio in CS schentigfs
due to the reason that it makes use of a minimumbeu of

as image degradation, increase in memory utilinatemd
increase in computational complexity. In VSN, the
distributed coding schemes might be considereddasl i
schemes to be implemented as they fulfil all it§ama
requirements.

4. Experimental Results:

In this section, the experimental setup is defimedrder to
verify the results that have derived from quaritimanalysis
for different image compression schemes. The exprial
setup involves the collection of all the standaast images /
videos required for the simulation testing. Thea working
model of the selected image compression scheme
simulated and tested on the standard images angbo vid
sequences. The image compression schemes are fested
both image and video sequences in order to anaheie
tperformances. The evaluation of the simulated asded
results is carried out by measuring Peak SignaNéise
Ratio (PSNR (dB)) against bit rate as PSNR (dBhésmost
appropriate and widely used method for analyzirgahtput
results.

In the evaluation, different image compression s
are selected, i.e. DCT (JPEG), DWT (SPIHT), DSC (W-
ZIV) and BCS-SPL than standard CS as it is obsenv¢@?,
93] that BCS systems provide better performancen tha
standard CS schemes with much lower implementatib.
The reason for selecting these image compresstmmes is
that according to our detailed quantitative suraedlythese
schemes perform better for VSN scenario. The safect
schemes, i.e. BCS-SPL (DCT, DWT, DDW]T)DCT

is

measurements to compress the image. However, tairer JQPEG], DWT (SPIHT} are implemented by modifying the

cases CS initially requires the accomplishmenthefwhole
image information from all the sources connectedrssuch
cases the compression ratio is moderate. With Mg
(some time moderate) compression ratio, the renmtgin
of an image is very difficult and might result iegtaded
image quality. Furthermore, CS is only applicalde dparse
data and its practical implementation in the acwatld is

very complicated, time consuming and expensive. T

reason behind is that, the CS scheme does notreegrior
information regarding the data (image/video) thedults in
negotiating the amount of constructive power distar
latency reduction. Thus, the prediction regarding sparse
sources in a specific transformation domain isallehge. In
addition, it initially requires a complete sourcendge /
Signal) information (information regarding all tl®urces
that the sensor nodes are sending) which requitea eost
and time.

available codk*%on different 512 x 512 images according to
the needs and obtain results. However, for videpeece
modified version of BCS for video i.e. MC-BCS-SP% i
implemented by modifying and simulating the avdiab
codel and is compared with DSC (W-ZIV) scheme for
which the results are directly obtained from [783,1104].
The test image and video database was createddiftarent
Hecourse$>® The results obtained are then compared with
each other as shown in Table 5 and Figure 7.

4.1. Images:

In Table 5 performances of different selected image
compression schemes are analyzed on the basis MR PS
(dB) at different bit rates. Several popular graysdmages

of size 512 x 512 are employed. The reconstructsalts of
the various algorithms under consideration are sham
Table 5.

In order to analyze the above drawn results of Bnag |, most cases, it is evident that the image consimas

compression schemes in the context of VSN. It can
demonstrated that the implementation of distributeding

Rcheme BCS-SPL provides a substantial gain in

reconstruction quality over the transformation soés; on

schemes for VSN might provide prominent prospectivge order of a 1dB to 3dB increase in PSNR (the balues
because these schemes do not require additionghresent the better PNSR ratio). However, it iiceable

computational resources (power, memory). In addlitio
this, these schemes are based on simple indivielhedder
with a minimum amount of data to process that tesul

from the results carried out in Table 5 that algiimuBSC-
SPL provides better results, but only at a higheate (>0.5
bpp). Whereas, at lower bit rates (<0.5 bpp) théopmance

shorter execution time and lower complexity Ieve_lof BCS-SPL is still questionable as the PSNR (dBlpiver
Conversely, the DWT (SPIHT) seem to be better g compared to other schemes because the recdiostruc
efficiency, compression ratio with moderate or lows 5cess of BCS-SPL might be exposed to blockinigaats
complexity, execution time and image quality, Sgiig the 55 it is based on block based approach. Furtherntbee
requirement of sensor network to some extent. Hewedor

large network implementation (large amount of semsmles

* http:/www.ece.msstate.edu/~fowler/BCSSPL

2http://teresi.us/resources/code/matlab/jpeg.m
3 http://www.cipr.rpi.edu/research/SPIHT/spiht3.html

4 http://vision.middlebury.edu/stereo/data/
5 http://scien.stanford.edu/index.php/test-imagesadeos/
5 http://see.xidian.edu.cn/vipsl/database_Video.hinmitje
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encoding of the image involves a small amount ohsa
measurements that might result in prediction errors

Table 5: PSNR performance for different images (512x512
in dB for DCT (JPEG), DWT (SPIHT) and BCS-SPL (DCT,
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“Akiyo” (296 frames). These sequences have gragsCaF
frames of size 352x240 or 352x288.

kaother & Daughter

DWT, DDWT)
. Bit rate
Algorithm 01 | 025 | 05 | 075 | 10
< DCT-JPEG 28.70] 31.60[ 34.90| 36.60] 37.90 z
= DWT-SPHT [ 30.68[ 33.99] 3851| 40.72] 42.19 2
Y BCS- DCT 27.70| 30.45[ 35.77| 40.14]| 44.65
BCS-DWT 27.81 | 30.89 | 36.15 [ 40.55 | 45.14
5cs oowr 1 2831 1 3.5 1 3678 2100 | 5.65
. Bit rate 32 LFIN :
< Algorithm 01 | 025 ] 05 | 075 | L0 (a) L ;
T DCT-JPEG 23.45| 2520 28.30| 31.00] 33.10 0T oasnzoazs 03 0% 04 045 05
o DWT-SPIHT | 24.37| 26.66] 31.62] 34.48] 36.77
$ [ BCS-DCT | 22.76] 2438| 29.05] 3493[ 40.76 e i S
@ BCS-DWT 22.62| 23.94] 28.05| 33.06] 38.29 = ; ; : '
BCS-DDWT | 22.85| 24.29| 29.12| 33.76| 38.89 il = A
Bit rate s
Algorithm 0.1 0.25 05 0.75 1.0 &
@ DCT-JPEG 28.68| 31.36| 33.80| 34.77] 36.33 e
w DWT-SPHT [ 29.17] 32.09] 35.18] 36.67] 37.63 2 53t
a BCS- DCT 27.88] 30.41[ 34.20] 38.73] 42.96 = ol
o BCS-DWT 28.69| 31.04| 34.74]| 39.48| 43.65 oy
BCS-DDWT | 28.88| 3144 3555] 40.09] 44.36 ol f : _ _ : , .
Bit rate ; : : : : : :
‘Algorithm 01 | 025 | 05 075 | 1.0 Ny7a ! ; f v ;
— | _DCT-JPEG | 2293 2436| 26.77| 28.23| 31.38 (o) =7 - 4 o ITEesreen]
x DWT-SPIHT | 22.95|] 24.86] 25.04] 27.01] 2855 ' ' ' 7 owRate ' '
S BCS-DCT 22.31| 24.15] 29.68| 28.28] 32.68 .
< [ BCSDWT | 2254 2433| 2038 2840| 32.78 N e
BCS-DDWT [ 22.74[ 2457] 26.90| 28.81] 33.20 : :
B|t rate a0 oo ..................................
Algorithm 01 0.25 05 0.75 10 - TR R S O S el
o DCT-JPEG | 27.62| 28.98| 32.41| 3358[ 3576
= DWT-SPHT [ 27.96] 29.39] 32.55] 34.48[ 35.82 L B
2 BCS- DCT 26.10| 28.32| 32.57| 36.54[ 41.01 5.
0 BCS-DWT 26.71| 28.68| 32.85| 36.99] 4137 : _
O BCS- DDWT 27.80 28.53 33.11 37.08 41.53 FE L U IR L U :
Bit rate N N~ N N T N
Algorithm 0.1 0.25 0.5 0.75 1.0 : : : 5 e ;
DCT-JPEG | 26.65| 29.23| 33.23| 34.72[ 37.34 an : : : : - | —d—wc-ECEsPL |
tt | DWT-SPIHT | 26.91| 29.36] 3373] 36.34| 38.27 (©) & %5 & o5 oF o5 o as
Q BCS-DCT | 2525| 27.98| 33.58| 38.15[ 42.89 i
BCS-DWT 25.49( 28.42] 33.88| 38.32| 43.05 Figure 7.PSNR performance of a) Mother & daughter, b)
BCS-DDWT | 25.73] 2862 3390| 3845( 4325 Foreman, c) Akiyo video sequence (296 Frames) ifiod B
Bit rate DSC (W-ZIV) and MC-BCS-SPL
Algorithm 0.1 0.25 0.5 0.75 1.0
2 DCT-JPEG [ 30.73| 31.34| 34.42| 3556 3747 The performance graphs clearly shows that MC-BCB-SP
@ DWT-SPIHT | 31.87| 33.18| 3569| 37.04| 3849| outperforms and displays significant gain in redarngion
2 BCS-DCT | 31.03] 32.07] 3531| 3894) 43.19] quality DSC (W-ZIV) by order of 1dB to 3dB increase
= BCSDWT | s1.19| 3281) 3659| 4047] 4483) pgNR, However, at an extremely lower bit rate (5(bpp)
BCS- DDWT | 31.51 gif'ilte 30.78] 4081] 4520 the reconstruction gain of DSC (W-Ziv) is marginaﬂlligher.
Algorithm o1 025 05 075 10 than the MC-BCS-SPL, this might be due to blocking
DCT-JPEG 30921 32561 36621 37781 39054| artifacts, as well as the interpolation scheme deedmage
S [DWT-SPIHT 33.72| 36.31| 39.07| 4052| 41.44| predicting, is not efficient enough to predict aetaly at
] BCS- DCT 31.87| 34.17| 39.07| 43.04[ 47.40] extremely lower bit rates (<0.25 bpp).
N BCS-DWT 32.01] 3465[ 39.15] 42.96| 47.26 ) ) )
BCS-DDWT | _32.14| 3503 30.46]| 4326] 47.56] 4-3.Simulation Results Analysis:

4.2. Video Sequence:

In Figure 7, BCS video based scheme, i.e. MC-BCB-8P hjgher bit rates (>0.5 bpp) whereas, for lowerrates (<0.5
compared with DSC (W-ZIV) scheme for different vade ppp) its performance still has question marks. fEveissues
sequences. We use the common video sequences ‘M®therelated to the reconstruction process of the Ba®rse at
Daughter” (296 frames), “Foreman” (296 frames), antbwer bit rates (<0.5 bpp) includes blocking axifa

The above simulation results (image, video seqydeeé to
the conclusion that the BCS-SPL image compressibarae
provides better results for both image and videpsaces at
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prediction error and unreliable interpolation prseascheme [5] L. Q. Tao, F. Q.Yu, “Low-jitter slot assignment
that might result in poor quality reconstructed gmaat the algorithm for deadline-aware packet transmission in
decoder. Hence, to overcome the aforementionedesssu wireless video surveillance sensor networks”.
improvements in the BCS reconstruction algorithm is International journal of communication systems, pp.

essential that can be easily implemented and pesvixbtter 810-827. doi: 10.1002/dac.1192, 2011.

results at lower bit rates (<0.5 bpp) to make itd®al choice [6] A. Wahid, K. Dongkyun,“Analyzing Routing Protocols

for VSN scenario. for Underwater Wireless Sensor Networks,
International journal of communication networks and

5. Conclusion: information security (IJCNIS), vol. 2 No.3, pp. 253

) _ ] 261, 2010.

In this paper, a comprehensive survey and analgéis [7] p. Kutakowski, E. Calle, J. L. Marzo, “Performance

existing distributed image coding algorithms for V/Ss study of wireless sensor and actuator networksriest

provided. Furthermore, the outcomes, short comesopen fire scenarios”. International journal of commurtioa

issues related to distributed coding scheme ar® als  gystems, pp. 515-529. doi: 10.1002/dac.2311,2013.
scrutinized. The image compression schemes amebdistd [8] V. Lin, S. Ye, and R. Li, “Energy-aware interleagifor
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