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Abstract: The use of radio frequency identification (RFID)data availability is a major challenge in RFID netis.

technologies is becoming widespread in all kind wifeless

network-based applications. As expected, applinatibased on
sensor networks, ad-hoc or mobile ad hoc netwdvidsNETS) can

be highly benefited from the adoption of RFID salus. There is a
strong need to employ lightweight cryptographicrptives for

many security applications because of the tight and constrained
resource requirement of sensor based networks. peigsr mainly
focuses on the security analysis of lightweight tpecols and

algorithms proposed for the security of RFID systersslarge

number of research solutions have been proposddcpgtement

lightweight cryptographic primitives and protocats sensor and
RFID integration based resource constraint netwdrkshis work,

an overview of the currently discussed lightweighimitives and

their attributes has been done. These primitivespantocols have
been compared based on gate equivalents (GEs), rpo
technology, strengths, weaknesses and attacks.hdfurtan

integration of primitives and protocols is comparedh the

possibilities of their applications in practicaksarios.

Wireless sensor devices can be integrated with RieNdces

to increase availability of data range [1].

Integration of small sensor devices with wirelessnsing,
computing and communication capabilities to RFIRvides
are having many applications. For example, momitpand
diagnosing deceases in healthcare system, analyhiag
physical structural change in objects, analyzingd an
evaluating the problems in real life such as home
entertainment, integration of social network desie¢c. [2].
Both RFID and sensor networks are pervasive enwigts.
Integration of these two pervasive computing envinent
results to reliable energy efficient, survivabledanost
W%ﬁective solutions for various applications. Faaeple, the
ihformation can be easily collected from multipl&IR tags
spread over a large area by integrating RFID retalsensor
device. Readers are capable of reading multipleDREbs
and pass the required information to backend system

Keywords: Cryptography, Lightweight, Primitives, Protocols, Backend systems can be accessed for analyzingrdreco

RFID.

1.

RFID with its applications in inventory managemeotject
identification, and tracking large scale data managnt etc.
makes it interesting for common purpose use. lalso
having low cost platform that provide ubiquitousegtance
for its use. RFID network identifies, locates anmdcks
objects, people, and animals etc. using radio &#aqu (RF)

I ntroduction

management, processing etc. RFID and sensor device
integration increases the range and availabilitgfadé.
RFID-sensor node integration can be performed tirou
different ways. In [3], four types of integratioregoroposed:

(i) tags attached to sensor devices and communiedle
reader, (i) reader attached to sensor device) (iixed
architecture and (iv) tags communicate themselxsw,

tags are integrated with sensor devices and rezateiscan
tags for information gathering. When readers aeglus scan
tags, analog signal of sensor devices is convedetigital

through tags and readers. Tags are small memonge#eV signa| and this signal data is forwarded to read@hese

with limited storage capacity. This memory storagmit

stores identification types and other specificatiohobjects.
This data size is limited to 2-3 Kilobytes (KB) gnTags are
classified into two categories: active and passiative tags
are costly devices enabled with own transmittind battery
source as compared to passive tags. Passive @agsnacost
devices without any battery source. Power to operat
transmit is collected from  destination

readers may use infrastructure or infrastructuss-feetworks

for processing and storing information in backegdtems.
Now, tags could be active, passive or semi-pasivgt][5],
passive tags based environmental sensing and reader
scanning system is discussed. This passive tagatgsem
13.56 MHz, reads up to 200 milimeters, size of
20mmx10mm and cost around 5 pounds each. In [Bh0n

throughc\os fabricated with 0.6 mmx0.7mm chip size pastigs

electromagnetic waves. Active tags are having 1ongg, 860-960MHz external power ISM band and RF sigisl

transmitting range thus preferred to identify obgeaver long
distances such as road side units in traffic mamagg
health care applications, animal tracking, objedating in
logistics markets etc. Another type of tag is spassive tag
which is having own battery source to operate lomsames
destination energy for communication. Like actiagd, semi-
passive tags are also costlier [1]. Readers arel¢hizes to
read tags for object identification and record ngemaent.
Readers scan the objects and store informatioradk lend
systems. Information in back end system is comnatedt to
other devices for increasing the availability ofadedRange of

studied and designed. In [7], 90x60x4 mm and 6042%5xn
sizes for 900 MHz and 2.45 GHz bands are developed.
Response time for these tags can be achieved fnmetér to

30 meters. In [8][9], Wireless Identification ancerSing
Platform (WISP) with sensing and computational ¢aljiges

is designed. WISP is battery free sensors that escpe/
energy from readers and give response up to 8 siaWtsP
operates on a wireless channel and provides bidtired
communication. According to Liuet. al. [10], major
challenges in passive tag scenario are designingtraf low
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power integrated circuits, antenna design for imjpr@ the  with minimum number of GE and with strong protentio
signal range, protocol design for power improvenegnt In  against attacks is preferred. According to Moolais 30-
[11][12], various security attacks on passive tag® 40% of total GEs are reserved for security purpo3éss
explored like: sniffing, tracking, spoofing, replayenial of figure is expected to be increased with advancenoént

Service (DoS) attack etc. technology [17]. Lightweight Cryptography can basdified
as: Pre-Quantum Cryptography and Post Quantum
Lightweight Cryptography. Term pre-quantum cryptography is used
Cryptography classify the cryptography aspects that can be loralging
p i s guantum computers and post-quantum cryptographgcésp

cannot be broken using quantum computers. Figunetvs
the classification of lightweight cryptography asise
In this work, section 2 shows pre-quantum lightuagig

Pre-Quantum Post-Quantum Lightweight

Cryptography Cryptography Protocols

- I _ — cryptography primitives. Section 3 presents prentiua
Symmetric Asymmetric ! Lattice \ Identification I|g htWGI g ht CryptOg rap hy p rOtOCO IS . POSt'q u antu m
Cryptography Cryptography Based lightweight cryptography aspects are discusseckatian 4.
Section 5 analyzes the possible combinations aitvigight
Stream | [ B Hash Authentication primitives for protocols to provide secure network
i Ciphere i _— ¥ environment with consumption of atmost 30% of haackv
resources. Finally, conclusion is drawn in secéon
Block Elliptic Curve Code Distance
e e = b . .
Ciphers ryptography Based Bounding 2. Pre-Quantum Lightweight Cryptography
Primitives
Hash Hyp;LrEvIEp(ic Multivariant Grouping ) ) . .
N 1 I b - o As shown in figurel, this type of cryptography isddly
- e - - classified as: lightweight primitives and lightwktgprotocols
[16]. Lightweight cryptographic primitives provide
| Rl |9 [ | R confidentiality, integrity, authentication, non-tepation and

Transfer availability. These terms are explained as follows:

-Confidentiality: protecting data from being acazssby

Figure 1. Classification of lightweight cryptography ~ changing its form for example, protection from
impersonation, masquerading etc.

Both RFID and sensor devices are resource constraiintegrity: mechanism to check data correctionestithation
devices with limited computational, stringent pregiag, for example, Message Authentication Code (MAC).
storage and communication capabilities. Hence, isgnd
aggregated and secure data with minimum energymsjar
challenge. In [13], security issues in an integtate
environment are discussed. This includes attacksks their
remedies. Security threats in WSNs and RFID integra -Non-Repudiation: ensuring that sender is the oaitgir of
networks are: capturing microcontroller, memory omessage.

fabricating complete sensor node, jamming at playsayer,
collisions of packets and exhaustion of node’s doatt
through retransmission at data link layer, spoofeglaying-
altering data packets or wormhole, Sybil and sitéladtacks
at network layer, misled sensor nodes in localiati Lightweight primitives are largely classified insymmetric
protocols, adversary attack over energy savingeagded and asymmetric primitives. These primitives arelaixgd as
nodes, masquerading or manipulation in timing ngssaf follows:

time synchronization protocol etc. Among other cita tag _ o

spoofing and cloning is also feasible in RFIDs [18]. 2.1 Symmetric Primitives

Various defence mechanisms are designed to protéotthese primitives same key is used at both emdsricryption
integrated nodes from these attacks. These defemioeso and decryption. As shown in figurel, this type dadatmnisms
protect the system through cryptographic primitivesd can be classified as: stream, block, pseudo randoember
protocols [16].  Cryptography primitives include generation and hashing. Various lightweight meamsiunder
confidentiality, integrity, authentication, non-tepation and this category are explained as follows:

availabillity._ Cryptographic prptocols include_ id'éination, 2.1.1 Stream Ciphers

authentication, grouping, distance bounding, owmprs . . . ) .
transfer etc. Since there is scarcity of resouazasng these [N Stream ciphers a continuous stream of bits/nusfsiengs is
pervasive environments thus lightweight cryptogiaph generatedl with the _help of initialized vector arm/.kS_ome
primitives and protocols are required to be designeMathematical operations are then performed to genefpher
Lightweight means lesser number of gate equival¢@s). text from plgln text with thg use of k(?y and ifiiad vector. GE
GE is a ratio of total number of logical gates usedumber for lightweight stream cipher varies from 300 to,8I®.
of NAND gates. In resource constraint networks raecsms ~ Lightweight stream ciphers are preferred over bloghers

-Authentication: provide collision resistant, comgsion,
integrity  characteristics with integration to other
cryptographic mechanisms.

-Availability: nodes should be available for comrimation
for example, protection from Denial of Service ([pagstack
etc.
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because of compact size, less time complexity €lese 2.1.2 Block Cipher

mechanisms are used with pseudo random numbergemend  |nstead of bit, a block is encrypted with symmetri@symmetric
hashing mechanism to provide cryptographic —servicegey. Well known symmetric key mechanisms are: Adedn
Charz?\cteristics of well known lightweight streanphers are Encryption Standard (AES), Data Encryption Stand@&S)
explained as follows: _ o etc. These block ciphers are not acceptable fooures
A2U2: David et al. proposed this mechanism in 2011 [18]constraint devices due to high computational andiviere
Strengths of this mechanism are: (a) provides tigiughput (1 requirements. This work provides brief descriptitwelve
bit per clock cycle), (b) requires very less nuniifeGE and (C) plock ciphers: LED[25][26], KLEIN[27][28], PICCOLQP],
compactness and simple computational operatione fhatell | B OCK[30], PRINT[31][32], KATAN/KATANTAN[33],
suited for RFID devices. Weakness: Qi Chai fouradl itteasy to - c| EFIA[34], PRESENT(35][36], HIGHT[37][38], SEA[39]
recover secret key of A2U2. mMCRYPTON[35], AES[40]. Details can be referred figinal
Enocoro: Watanabet al. proposed this stream cipher in 2007 |jterature.

Various versions of this cipher are: Enocoro-80 Bndcoro- | ED: Guoet al. proposed this cipher in 2011. Strengths of this
128v2. Enocoro-80 and Enocoro-128v2 are havinddmgth of - cipher are: (a) two variants of key length: 64-bitsl 128-bits,
80 bits and 128 bits respectivelgtrengths: (a) 128 bit key (b) secure against meet-in-the-middle attack, 4epibkey uses
length cipher (Enocoro-128v2) provides very goosistance 32 rounds and 128-bit key uses 48 rounds of Add@otss
against majority of attacks and (b) very low impégration cost  sypCells, ShiftRows, and MixColumnsSerial operatiand (d)
make it preferable over other ciphers [19]. it is nibble-oriented block cipher with an MDS Rda
MICKEY: Babbageet al. proposed Mutual Irregular Clocking \weakness: Not secure against related-key and giaglattacks
KEYstream generator (MICKEY) [20]. MICKEY 1.0 was [26].

proposed in 2005 and MICKEY 2.0 was proposed in6200K| E|N: Gong et al. proposed this block cipher in 2011.
MICKEY has low complexity and strong security. 8gth:  strengths: (a) block size of 64, 80 and 96-bith ity length of
Protects from any attack faster than exhaustives&asch. 64, 80 and 96 bits are used, (b) it is possibienfdement it in
Salsa20: Bernstemt al. designed this family of stream ciphers i”lightweight manner with both hardware and softwérpKLEIN
2005 [21]. This family of stream ciphers is wellted for the s resistant to related-key attacks, agility of Keys and side-
applications where speed is more important tharfidete. channel attacks, (d) SubNibbles, RotateNibblesNitigles and
Weaknesses: (a) Crowley discoveref 2operation attack on AddRoundKey are the major operations used in thie, (€) it
Salsa20/5 and (b) Hongjun Wu applied related cipltack on s nipble oriented block cipher with MDS S-layerdaR-layer
Salsa20 in 2012. _ _ _ over GF(8) and (f) 64, 80 and 96-bit cipher uses 12, 162hd
Trivium: Canniereet al. proposed this stream cipher in 20050unds of operations respectively. Weakness: Natreeagainst
[22]. Strength: well suited for applications whicaquire a key-recovery integral attack [28].

flexible hardware implementatioWeaknesses: (a)_ Correlationspiccolg Shibutaniet al. proposed this block cipher in 2011 [29].
guess & determine attacks and (b) algebraic attami® strengths: (a) block size of 64-bits and key lemgt0 and 128
resynchronization attacks are possible in someasicsr{22]. bits are used, (b) protected from Meet-in-the-Midaihd related-
Grain: Hellet al. proposed this lightweight stream cipher in 2004(ey attacks and (c) it is energy efficient protoantl achieves
[23]. Various versions of Grain are Grain versiaf), GGrain good performance.

version 1.0, Grain-128 and Grain-128a. Strengjsit (s a bit | Bock: Wenling Wuet al. proposed this block cipher in 2011
oriented stream cipher and (b) throughput var@s fone bit per [30]. Strengths: (a) block size of 64-bits and &g of 80-bits is
qlock to sixteen bits per clock. Weakness: Attaiklesalgebraic, used, (b) it is implementation efficient on bottrcveare and
time, memory, data trade-off, fault etc. are pdssib ~ software platforms and (c) protected from diffeint
SOSEMANUK: Ber_balnet al. develop_ed this mechanism in cryptanalysis, linear cryptanalysis, impossible fedfntial
2008 [24]. It has variable key length which cannzetween 128 cryptanalysis, and related key attacks etc.

and 256 bits. Strengths: (a) high throughput, €olire reduced pRINT: Lars Knudsen proposed this cipher in 201@r§ths:
amount of static data and (c) reduced internat siae. (a) block size of 48-bits and 96-bits are used (@hdt is based

Table 1. Stream Ciphers and its characteristics on sequential permutation network. Weakness: lanargoset

Algorithm GE Technology attack is possible [31].
A2U2 <300 0.13 KATAN/KTANTAN: Cannieregt al. designed this block cipher
Grain v1 1,294 0.13 in 2009 [33]. Strengths: (a) more hardware orignfel block
2,200 0.13 size of 32, 48 and 64-bits and key length of 88-aie used and
Erri'\‘/)iﬁcr’rrlo v.2 225’;?)0 5 (1)'318 (c) secure against related-key, differential agelaaic attacks.
2.800 013 CLEFIA: Taizo Shiraiet al. proposed this block cipher in 2007
MICKEY2(88) 3,188 0.13 [34]. Strengths: (a) it is a 128 bit block ciph@r) proven to be
MICKEY128 5,039 0.13 highly secure and efficient and (c) over low castsource
Salsa20 10,000 0.18 constraint devices; it provides protection agawasious attacks
SOSEMANUK 18,819 0.13 like: differential, linear and saturation cryptaysis.

Comparison: Table 1 shows the comparative anajsiarious PRESENT:Bogdanowet al. proposed this block cipher in 2007.

stream ciphers. It shows that most of ciphers anapared over Strengths: (a) based on sequential permutatiororiet() block
0.13um technology. A2U2 is having minimum GE andenath of 64 bits and key length of 80 and 128 @$used and
SOSEMANUK is having maximum. Thus A2U2 is prefeeabl (€) 80-bits key length has very low GE and higtodghput.

choice for resource constraint networks. Weakness: Affected by related key rectangle aftéak
HIGHT: Hong et al. proposed this block cipher in 2006.

Strengths are: (a) block length: 64-bits and kegtle 128-bits
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are used, (b) provides high security and
implementation and (c) it is an ultra-lightweigtream cipher for
low cost, low power and resource constraint devidésakness:
Possible attacks on this cipher are: impossibfégrditial and
related key rectangle attacks [37].
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lightweighPhoton-256/32/32, (b) strong against: differentald linear

cryptanalysis and (c) it is good in terms of lesserof GE,
throughput and performance trade-offs.

Spongent: Bogdanoet al. proposed this mechanism in 2011
[43]. Strengths: (a) various instances of outpuegated by this

SEA: Standaertt al. designed this mechanism in 2006 [39]block cipher are: 88, 128, 160, 224 and 256 bits (B secure

Strengths: (a) designed for small embedded apiplicat (b)
common in image encryption for example, JPEG2008yés,
(c) integration of encryption and decryption medsias over
single resource constraint device provides lesdemgntation
complexity, (d) protected from various attacks :likeear and
differential and (e) implementation design is \&rgple.
MCRYPTON: Lim and Korkishko proposed this mecharism
2005. Strengths: (a) 64-bits block size is usedthfiee different
key sizes: 64 bits, 96 bits and 128 bits are used(@) it is
considered to be good cipher for low cost, resoomestraint
RFID tags and devices. Weakness: It is found tHated key
rectangle attack is possible over 128 bits keytlergth 8-
rounds of encryption [35].

Table 2. Block Ciphers and its characteristics

against collision, preimage and second preimage.

Quark: Aumassoet al. designed this mechanism and presented
at CHES conference in 2010 [44]. Strengths: (a)edasn
“sponge” construction, (b) sponge construction cedlarea and
power consumption, (c) three instances of Quark#@uark,
U-Quark and S-Quark and (d) protected from coliseecond
preimage, length extensions, multicollisions etc.

ARMADILLO: Badel et al. proposed this mechanism in 2010.
Strengths: (a) two versions of this mechanism are:
ARMADILLO1 and ARMADILLO2, (b) provides secure
authentication in a challenge-response prototikakness:
Attack on secret key is possible in polynomial tidts].

Table 3 shows various lightweight hashing mechasisyith
power consumption and technology values. Spongeréni
efficient hash function for MANETSs. Strong point$ these

Algorithm Area (GE) Mean Power (W) Technology - . - e -
(um) functions are dependent on image resistant chesticte first
PRINT 402 2.6 @ 100 kHz 0.18 pre-image, second pre-image and collision resistant
Piccolo 616 - 0.13 . . .
KTANTAN 688 0292 013 Table 3. Hash functions and its characteristics
KATAN 1.054 0.555 013 Algorithm Area (GE) Mean Power Technology
KLEIN 1,220 - 0.8 EW) (Hm)
LBlock 1,320 N 0.18 Spongent 738 1.57 0.13
SEA(93 rounds) 1,333 3.22 @ 100 KH 0.13 | | Photon-80 865 1.59 0.18
PRESENT-80 (4 1,650 3.86 @ 100 kHz 0.18 Keccak 1,300 - 0.13
bits) 1,075 2,52 @ 100 kHz 0.18 U-Quark 1,379 2.96 018
mCRYPTON 2,500 - 0.13 S-Quark 2,296 5.53 -
HIGHT 3,048 _ 0.25 Armadillo2-A 2,923 44 -
AES-optimized 3,400 45 @ 100 kHz 035 || Amadillo-A 3,972 69 -
CLEFIA 4,950 _ 0.09 Armadillo2-B 4,353 65 -
Armadillo2-C 5,406 83 -

AES: Joan Daemen and Vincent Rijmen proposed fbiskb ﬁrmag!::ozéD g'ggg ﬁ’? -
cipher in 1998 [40]. Strengths: (a) block sizea8 bits, (b) key A:mz d:ug:c 8231 176 -
lengths used in this C|!oher are: 128, _192 or 286 (_m) prov_lde Armadillo-D 8.650 177 :
good amount of security and (d) less implementat@nplexity. [ Armadilo2-E 8,653 137 -
Weaknesses: (a) various attacks possible ovemtbihanism | Armadillo-E 13,344 228

are: side channel, timing attacks, (b) GE usedisparatively
very high and (c) heavy algorithm as compared teroblock
ciphers.

Table 2 shows the block ciphers and their chaiatts: PRINT
block cipher is having minimum GE thus it is mordware
preferable choice for MANETS. In some cases, GEeases
with increase in number of encryption rounds. Sacof these
block ciphers also varies with encryption rounds.

2.1.3 Hash Functions

A hash function is a mechanism that can be intedratith

digital signature or message authentication cod@&dM It

provides collision resistance, efficiency, and coespion etc.
characteristics. Various lightweight hashing mems are as
follows:

2.1.4. Random Number Generators

Random numbers generator (RNG) or pseudo random
number generator (PRNG) is a mechanism for gemerati
random number with provided seed. RNG and PRNG are
having applications in various areas like: streaipher,
block cipher, key generation, initial vectors e¥arious
lightweight RNG are as follows:

Mandalet al.: This scheme was proposed by Mangtadl. in
2011 [46]. It is NLFSR (Non-Linear Feedback Shift
Register) based PRNG. It requires 36 clock cycteskey
initialization and 80 clock cycles for running phas
Strengths: (a) used for securing tag identificatpwatocols
and (b) suitable for EPC Class 1 Generation 2.
Multiple-Polynomial LFSR based PRNG: Melia-Segui

Keccak: Bertoniet al. designed this hash-function and wasyroposed this mechanism for EPC Gen2 RFID Tag®irl 2
selected by NIST in 2012 [41]. Strengths: (a) ibased on [47]. It is configured with multiple feedback polymials and

“sponge” construction, (b) it can accept input andput in
infinite amount and (c) flexible and secure agaigsheric
attacks.

is based on a linear feedback shift register (LES®engths:
(@) simple hardware implementation, (b) satisfy the
randomness requirements of EPC Gen2 standard gnd (c

Photon: Guo & al. designed this mechanism in 2011 [42]gimple design.

Strengths: (a) various instances of Photon aretoR¥&9/20/16,
Photon-128/16/16, Photon-160/36/36, Photon-22423248d
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AKARI: Martin, H. et al. proposed this scheme in 2011 [48].
Strengths: (a) two variants of AKARI are: AKARI-Iné
AKARI-2, (b) improves the reliability and securigf the
system.
Ultra-lightweight TRNG: Wu et al. proposed ultra-
lightweight true random number generators (TRNG2010
[49]. These are based on the concept that thetiregsstate
may be random, when a circuit switches from a nieitdes
state to a bi-stable state. Strengths: (a) lowvarel cost and pregk.
(b) most lightweight TRNGs.
LAMED: Periset al. proposed this mechanism in 2009 [50]. 2.22NTRU

Strengths: (a) realistic approach for low cost Rf@Ds, (b) jeffrey Hoffsteinet al. founded this asymmetric primitive in
output of LAMED succeeded in all randomness tes)scan 1996 [55] and then it was approved for standaritinain
be implemented with less number of gates, (d) plesil7.2 509 by IEEE. Strengths: (a) faster key generatig),
kbps  throughput and (e) operations used can belyeasyisposable” keys are allowed for use and thus cedeost,
implemented in hardware. (c) less memory usage allows it to use in mobileiats and

Naor-Reingold Pseudorandom  Function: Naet al.  smart-cards and (d) it is a lattice based cryptesys
described this pseudorandom function in 1997 [51]. 923 HECC

Strengths: (a) efficient for cryptographic primés; (b)

simple algebraic structure of the functions and fre Koblitz proposed hyper elliptic curve cryptographyl1989.

efficient than other previous proposals. Strengths: (a) provides security against adaptitiesen

ISAAC (Indirection, Shift, Accumulate, Add and cdun cipher text attacks and (b) short operand size rialétable

This cryptographically secure PRNG was designeRdlyert for real world applications in which memory and garting
power is constrained [56].

J. Jenkins Jr. in 1996 [52]. Strengths: (a) vest ta 32-bit
224ECC

computers, (b) less biased and (c) useful as arsta@pher
for simulation. Weaknesses: (a) Marina Pudovkimavered ] o

Victor Miller et al. proposed elliptic curve cryptography
(ECC) in 1985 [57]. Strengths: (a) smaller key siznd

the initial state in 2001 and (b) Jean-Philippe Asson
discovered different sets of weak states in 2006. JOx : ) i

Blum Blum Shub (B. B. S.): Blunet al. proposed this greater flexibility, (b) provides high speed andjuie less
pseudo random number generator in 1986 [53].dsisecure Storage which makes it to be useful in smart cacdBular
as RSA encryption. Weaknesses: (a) not good foulations ~ Phones, pagers etc. and (c) mainly used in key angsh
and (b) very slow. digital signature authentication etc.

Table 4 shows the analysis of various lightweighN@R

2.2.1 BlueJay

Markku-Juhani O. Saarinen proposed this mechanism i
2012 [54]. Strengths: (a) well suited for ultrakigeight
platforms such as microsensors and RFID tags aéigf than
RSA and ECC and require less number of GEs, (@jvee
implementation requires very less gate equivalgafsit is
the integration of Hummingbird-2 algorithm and Rasee,
(e) it is based on the Rabin cryptosystem and &fd ho

Table 5. Asymmetric Primitives and its characteristics

AKARI-1 is having minimum GE and it is preferableaice [ Algorithm Area (GE) Technology (um)
for lightweight |_mplementat|o_n. TRNGs serve as me Bluelay 23,000 518
part of IT security because virtually any secudpplication

relies on unpredictable numbers. Naor-Reingold tionccan | NTRU 3,000 018
be used as the basis of symmetric encryption, atitt@ion [ Ecc 8,104 0.18
and digital 5|gnatgr_es. ISAAC_ rand(_)m number geeredn HEce 14500 e
be used more efficiently for simulation purposecasipared

to Blum Blum Shub PRNG.

Table 5 shows the comparative analysis of asymmetri

Table 4. Random Number Generators and its characteristiggotocols. Among these protocols BlueJay is havemst

[16] GE. As shown in table 1, table 2 and table 3, Symime
Algorithm Area (GE) | Technology (um) | ciphers are having minimum GE as compared to asyriune
Multiple-Polynomial LFSR based 453 Symmetric ciphers are preferred over asymmetriefims of
PRNG speed but asymmetric ciphers are used to providé hi
AKARI-T 476 009 security.
AKARI-2 824 ] 3. PreQuantum Lightweight Cryptography
LAMED 1,566 As shown in figure 1 lightweight protocols can Bassified

into five major categories such as: identification,
authentication, distance bounding, grouping prood &ag
ownership transfer protocol. Lightweight protocgisvide
properties like identification, authentication efmy using
lightweight primitives.

2.2 Asymmetric Primitives

In this mechanism a public and a private key isduse
encrypt and decrypt message. In practice publicikaysed
for encryption and the encrypted message is thenypted
by the corresponding private key. The various asgtrim
mechanisms are explained as follows:
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Table 6. Identification Protocols and its characteristics
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preserving authentication protocol along with canstime

Protocols

Characteristics and Attacks

identification. Strengths: (a) no communication head, (b)

Alomair et al.’s Protocol

Identification efficiency is improvey b

utilizing available resources in RFID systems.

able to withstand tag compromise attacks and (@roned
time efficiency for tag identification.

Non-Cryptographic
Approach

¢ Require O(N) space for
information at server side.

* Low computational overhead.

« Attack: DoS attacks.

storing td

Non-Cryptographic Approach: Chee al. proposed this
approach for identifying tag in constant time in120{59].

This scheme does not use any cryptographic priestivor
representing tag it uses a line on a plane. Stnenga) keep

g

Cimato’s Lightweight
Protocol

« Itis based on skip lists.

« Supports dynamic identification of tags.

¢ Attack: Desynchronization between the
reader and the tag. However this problem
can be ignored.

tag untraceable, (b) scalable and (c) guards us=Eatibn
privacy.

C|mato s Lightweight Protocol: Stelvio Cimato prasal this
protocol for dynamic RFID identification in 2008 (b

HQT Protocol

¢ The number of collisions between tags
reduced by using 4-ary query tree insteagd
a binary query tree.

¢ Slotted backoff mechanism reduces idle

isStrengths: (a) increased security level, (b) setagereader
ofransactions, (c) reduced number of communicat@mmads,

(d) recognize tags in a dynamic way and (e) unaibidiey

and cloning resistance properties.

HQT Protocol: Rywet al. proposed hybrid query tree (HQT)
p protocol combining a tree based query protocol witiotted
backoff mechanism in the year 2007 [61]. Strengila:

cycles.

VEDFSA Algorithm During the whole reading procete group
will change dynamically to improve the grou
solution of the algorithm.

1QT Protocol Improved tag read efficiency in RF&®ms.

reduces average identification delay regardlessagé are
mobile or not, (b) reduced additional idle cyclasd &c)

DFSA using Fast Tag
Estimation Method

* Better performance
number of tags.

* Reader identifies more tags with shor
time.

regardless of the

®reduced collisions.
or VEDFSA Algorithm: Penget al. proposed Variant Enhanced
Dynamic Frame Slotted ALOHA Algorithm (VEDFSA) in

Tree Slotted Aloha
Protocol

If collision occurs in a slot then next
identification request will be broadcast to on
those tags which collided in that slot by the
reader.

2007 for improving system efficiency [62]. Strength(a)
y performance is higher than EDFSA and (b) dynamaugr
solution.

ABS Protocol

Collision-free time slots are assighgd
timeslot allocation procedure and unnecess
timeslots are removed by empty timeslot
elimination procedure.

IQT Protocol: Bhandaret al. proposed Intelligent Query
inree (IQT) Protocol for tag identification in thear 2006
[63]. Strengths: (a) more efficient identificatipmocess, (b)

memoryless protocol and (c) suitable where produtdy

5

EDFSA ALOHA
Algorithm

« Anti-collision algorithm.

¢ In case of 1000 number of tags, ED
improves the slot efficiency by 85~100
compared to the conventional approache

have same product Ids.

+sDFSA using Fast Tag Estimation Metho@ha et al.

o proposed ALOHA-based Dynamic Framed Slotted ALOHA
5. algorithm (DFSA) using Tag Estimation Method (TEM)

Myung et al.’s Protocol

Prefixes are used to reduce identificatielay
and to avoid collisions.

2006 [64]. Strengths: (a) lower complexity and {®tter
delay performance.

Henrici and Muller's

Protocol

« Uses one-way hash functions.

¢ Attack: Desynchronizing the system
database, traceability and corruption (o
hash value send by reader.

Tree Slotted Aloha ProtocoBonuccelliet al. proposed this
s protocol for RFID tag identification in 2006 [65ptrengths:
(a) better performance than Framed Slotted AlolthQuery

Jolle, Jakobsson, Jules
and Syverson’s Protocol

« Based on the concept of univers
encryption.
« Attacks: Tracking, attack based up

a1 Tree based protocols and (b) reduced number adrtrasion
collisions.
n ABS Protocol: Adaptive Binary Splitting (ABS) pratol was

interception, attack based on eavesdroppingyroposed by Myungt al. in 2005 [66]. The information of

and attack based on invariants.

the last processes of tag identification is usedfficient tag

identification and collision reduction. Strength@) tag

recognization with faster and less transmissiom, I¢w

bncommunication overhead and (c) reduced total déaty
identifying all tags.

"SEDFSA ALOHA Algorithm: Leeet al. proposed Enhanced

Saito, Ryau and | « With a check protocol:
Sakurai’'s Protocol ¢ Aim: Detect an attacker sending a wropg
re-encrypted identifier.
* With a one-time pad protocol: based
universal re-encryption.
« Attacks: Attack based upon random value
desynchroniztion.
Juel's Protocol based| « An attacker can completely destroy the

upon XOR

mechanism.

Dynamic Framed Slotted ALOHA (EDFSA) for RFID tag
identification in 2005 [67]. In this method for iag the

« Attack: Tag detectable, desynchronization.

tags number of slots increase linearly as the nurabéags

3.1 Identification Protocols
In RFID systems, the reader acquires tag's idehtytyising

identification protocol.
generated using random number generation technigoés
are assigned to nodes. Some of these mechanisms
explained as follows:

Alomair et al.’'s Protocol: This protocol was proposed by

Unique identification nueits are

increase. Strengths: (a) improved slot efficienayd gb)
simple to implement. Weakness: Waste of slots.
Myung et al.’s Protocol: Myunget al. proposed adaptive
memoryless tag anti-collision protocol in 2005 f@FID
networks [68]. Information already known by the dea
about tags is used for efficient tag identificati@irengths:
(%5 low communication overhead and (b) reduced tidtay
in identifying all tags.

Alomair et al. in 2012 [58]. It is a symmetric-key privacy-
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Henrici and Muller’'s Protocol: This protocol wasoposed class. PUF is used for generating hardware spetfiifger
in the year 2004 by Henrici and Muller [69]. Itssnple and print and protects from Men-in-the-Middle (MITM) tatk

efficient protocol based on one-way hash functidondRFID
systems it is used for providing communication leetw the
reader and the tags. Strength: (a) secure agammskirig
attack, (b) simple and efficient protocol, (c) ented
location privacy and (d) secure against many attdidie
eavesdropping, spoofing, message interception apthy
attacks. Weaknesses: (a) attack based on lackdbnaness,
(b) attack based on de-synchronization and (c) Aevei al.
pointed out some flaws [70].

Golle, Jakobsson, Jules and Syverson’s Protocdle @pal.
proposed this protocol in 2004 [71]. It is baseduniversal
re-encryption scheme. In this protocol re-encryptioes not
require the knowledge of the key initially used f
encryption. Strengths: (a) provides the abilitycohstructing
a mixnet in which servers hold no public or privagying
material and (b) supports privacy-preserving aedtitres.
Weakness: An attack was pointed out by Saito.

[76].

Table 7. Various Authentication Protocols based on the
Minimalist Cryptography and its characteristics][74

Saito, Ryau and Sakurai's Protocol: Saital. proposed this

scheme in 2004 [72]. There are two categories
protocol which are as follows: (1) with a check toal —

Protocol Resistant Against Attacks
U-MAP Forward Secrecy, Anonymity
U-LAP Forward Secrecy, Anonymity, Replay Attackréery,
man in middle attack
E-MAP Forward Secrecy, Anonymity, Replay Attackrdery,
Forgery Resistant
LMAP Forward Secrecy, Anonymity, Replay Attack, ery,
br Data Recovery
SASI Forward Secrecy, Anonymity
HBVI Anonymity, Replay Attack, Forgery, Forward $ecy,
Data Recovery
SA Replay, Attack, Anonymity, Confidentiality
h Gossamer Desynchronization, disclosure, ForwardeSgc
Anonymity, Forward Secrecy, Anonymity

Strength: it prevents violation of the location vagy,
Weakness: cost of RFID tags calculation is high @)dwith

Table 8. Various proposed and broken HB variants [75].

one-time pad — Strength: prevents modification BffRtags,
Weakness: Cost of RFID tags calculation is reduced.
Juel's Protocol based upon XOR: This protocol w

proposed in 2004 by Juel. It is used for updatitemtifier of
a tag and thus tag will be used within a process

interrogation-answer type. It has more weak poirdsher
than having strong points [73].
Table 6 shows the comparative analysis of ideamatiifox

protocols. These protocols are classified into oussi

categories: Tree-based, Non-Tree based, Collisiam-fAnti

Collision-free etc.

3.2. Authentication Protocols
Authentication mechanism is used for the validitynessage

between tags and readers by using some secreination.
Authentication protocols are categorized into fauajor
classes: protocols based on cryptographic pringtiv

protocols based on ultra lightweight operationgtqeols

based on the capabilities of EPCglobal Classl G¢ioer

Protocol Year of Possible Vulnerabilities
Protocol
as Proposal
HB 2001 Man in middle attack*, Gilbert attack,
of Wagner's attack,
HB+ 2005 Eavesdropping, Gilbert active attack,
Walkner algorithm attack,
HB++ 2006 Gilbert active attack
HB-MP 2007 Passive attacks due to walkner algorith
HB* 2007 Gilbert active attack,
HB-MP+ 2008 Man in middle, Passive attacks due to
walkner algorithm
Trusted-HB 2008 Man in middle*, additional cost of
hashing, integrity and confidentiality to
e protect against man in middle attack.
HB# 2008 Man in middle*
GHB# 2012 Provable secure

and protocols based on the notion of physical pres [16].

Protocols based on ultra lightweight operations:esgh
protocols ensure authentication by using simpleibé& and
modular arithmetic on-tag operations. Protocolsetiasn
ultra lightweight operations are further classifigdto
minimalist cryptography and protocols based on NMRih
mathematical problems [16].

-Minimalist Cryptography: MAP-family (LMAP, EMAP,
M2AP, etc), SASI and Gossamer protocols are basetthe
work of this scheme. Ultra lightweight Mutual Auttieation
Protocols (UMAP) family was proposed by Peetsal. in
2006. SASI protocol was proposed by Hung-Yu Chien
2007 and it provides strong authentication and ritggdu4].
-Protocols based on NP-hard mathematical problé@rmis
category includes HB family authentication protacdfirst

(*) requiring many challenge-response pairs

Table 7 depicts the various authentication protobalsed on
minimalist cryptography in which an ultra lightwbig
protocol based on one-time authenticators is sugde®r

mutual authentication between tags and readersle Téb
shows variants of HB family authentication protscbhsed
on NP-hard mathematical problems [16] [75]. Theusigéc of

these algorithms is reduced to Learning with PaNtise

(LPN) problem. Table 9 describes the comparativalyais

of various authentication protocols. These autbkatitin

iprotocols help to authenticate messages and usergighly

un-trusted environment.

3.3. Distance Bounding Protocols

HB authentication protocol was proposed by Hopped a Distance bounding protocols are integrated intopthgsical

Blum in 2001 [75].

layer and verify that the tag is within a certaistance. It

Protocols based on the notion of physical primgive provides protection against those attacks whichreleged to

Physically Unclonable function (PUF) is the part this
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locations and cannot be handled by protocols tpataie in Protocol is to prove to the verifier that the proiglocated
within a specified distance from the verifier. Tigsotocol
Distance Bounding Protocols Using Mixed Challengesequires low power and processing resources framaken.

the application layer [16].

Avoine et al. proposed KA1, KA1+ and KA2 protocols in (vi) Brands and Chaum’s Distance Bounding Protocol

2011 [77]. KA1+ is the modification of KAl to deerse the
success probability of intruder in the case ofatise fraud.
Success probability of intruder is reduced by KA? Hoth

provides highest time resolution, as it dependsy am
propagation time, pulse width, and processing delay

Table 9. Authentication Protocols and its characteristics

mafia and distance frauds. KA2 requires less mentioay
KAl. Strengths: (a) require little memory, (b) iroped

Protocol

Characteristics

Weaknesses

efficiency and (c) three physical states are ngtired.

YKHL Protocol: Yumet al. proposed this protocol in 201
[78]. This protocol requires final confirmation rsage. It is
a mutual distance bounding protocol. In this protdbere is
no assumption of time synchronization between us
Strength: flexible, Weakness: Avoiret al. [79] found that
success probability of adversary is higher than Yairal.'s
claim.

Poulidor: Martin et al. proposed this protocol based @
graphs in 2010 [80]. Strengths: (a) resists to anafnd
distance frauds and (b) fast, simple and flexiltggrol.
Avoine and Tchamkerten’s Distance Bound ProtocebiAe
et al. proposed this protocol using decision tree in 2[319.

Protocols based on
cryptographic
primitives

2I'S

Types: (a) User
Authentication

Protocols (b) Key
Management

Protocols: These
protocols provide
increased security
level.

Encryption and digital
signatures are a speci
case of cryptographic
protocols.

al

Complex Design of
user authentication
protocols.

Strengths: (a) good security against mafia fraudm, Iow
complexity and (c) verifier can make rational dewis in the
case when protocol does not end properly.

Munilla and Peinado’s Distance Bounding Protocblisla
modified version of Hancke and Kuhn's protocol pyepd

Protocols based on
ultra lightweight
operations

Ensures authenticatior
by using simple
operations.

Provides strong
authentication and
security.

Affected by De-
synchronization attack|
and Full-disclosure
attack.

by Munilla et al. in 2006 [82]. In this protocol “void
challenges” are applied. Strength: success prabalof
intruder is reduced. Weakness: Three physical stdle 1
and void, required by this protocol may be difficab
implement.

Protocols based on the
capabilities of
EPCglobal Class1
Generation

Universal standard for
low-cost RFID tags.

Receives power supply
from readers.

Exposed to
information leakage
and traceability.

An RFID Distance Bounding Protocol: First distan
bounding protocol for RFID systems was propose@df5
by Hancke and Kuhn in 2005 [83]. It is based omault
wideband pulse communication. Strengths: (a) singpid
asynchronous, (b) low-power hardware in the tokem),
suitable for passive low-cost tokens and high spg

C&rotocols based on the
notion of physical
primitives

red

applications and (d) provides security againstyratsacks.

Resist physical
attacks.

Not possible to clone g
PUF.

Not feasible to predict
the output and the
output looks random.

Increased complexity.

Brands and Chaum’s Distance Bounding Protocol: fliisé
distance bounding protocol was proposed by Brahdk in

Strength: It provides highest time resolution [77].

Comparisons: (i)Distance Bounding Protocols usingwith the generation of a proof. Grouping proofs are

3.4. Yoking / Grouping Proof Protocols

1993. This protocol includes a fast-bit exchangeaseh Juels proposed Yoking Proof in 2004. In this protoc
simultaneous scanning of a pair of RFID tags idqoered

Mixed Challenges areedigned by measuring the round-generalization of yoking proof. Grouping proofs afxe
multiple tags in the generation of proof. Thesetqrols
mainly scan tags sequentially. But Lienal. proposed that
tags should be scanned in parallel in order to mlee
schemes more practical [16].

trip times of message exchanged between the resdkthe
tag to prevent mafia fraud attack. (i) YKHL Protbcs
flexible in choosing false acceptance rate and eigrgof
message authentication code is infeasible. Thivopob does
not assume any time synchronization between thes.ugg)

GUPA: Liu et

al.

proposed grouping-proofs-based

Poulidor is based on graphs and ensures good secusuthentication protocol (GUPA) in July 2013 [84}. ib
efficient for resource-constrained distributed RF{&tems.
design flexibility, a high security level and lowemory Strengths: (a) low computation load and commurocati

against mafia fraud or distance fraud. It providgsater

consumption. (iv) Avoine and Tchamkerten's Distan
Bound Protocol is low complexity authentication tool

not require final signature. It achieves false atmece rate  GKMP: Group Key Management Protocol (GKMP) has the

ceverhead,

(b) hierarchical

protection

assigning tags into diverse groups and (c) faldirémt
based on single bit challenge/response exchangksiees against an illegal reader or tag.

equal to (1/2)'in the presence of mafia frauds. (v) Munillaability of creating and distributing the keys withjroups of

and Peinado’'s Distance Bounding Protocol is

tharbitrary size and there is no intervention of atdized key

modification of Hancke and Kuhn's protocol to redubie manager. Strengths: (a) no requirement of centey k
success probability of the adversary by applyingdvo distribution site, (b) the key is available to ondyoup

challenges. (vi) The purpose of an RFID Distancerigiing

is enhanced b
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Lo et al.'s Ownership Transfer Protocol: Let al. proposed
this protocol using lightweight computing operatfmsRFID

GSAKMP: Group Secure Association Key Managemerdbjects in the year 2011 [93]. Strengths: (a) gjevrsecurity

Protocol (GSAKMP) protocol is responsible for ciegtand
managing cryptographic groups on a network. It ceduthe
no of message exchanged for secure group estaklithii
supports rekeying algorithm such as Logical Keyratiehy

robustness and (b) higher performance efficiencgakiiess:
Safkhaniet al. [94] presented tag’s secret disclosure attack,
new owner’s secret disclosure and fraud attacknagéaio et
al.’s protocol.

(LKH) for maintaining group secrecy during memberSTPOT Protocol: Yinet al. proposed this protocol in 2011

joining and leaving the group or an unauthorizeckess to a
cryptographic key [86].

GDOI: Group Domain of Interpretation (GDOI) protbds

used for key management. It is based on Internafritg

[95]. It is a hash based method to transfer RFIQ ta
ownership to customers. In this scheme ownershipsfer is
done by readers instead of back-end servers. $ireng
suitable for large-scale RFID systems.

Association and Key Management Protocol (ISAKMPY anComparison: Tag ownership transfer protocols terisig’s

Internet Key Exchange version 1 (IKE). It is rurivieeen a
group member and a group controller for establgshin
security association among two or more group mesnf8at].

Grouping-proof Protocol for RFID Tags: Dwet al. [88]

proposed scalable grouping-proof protocol for RRHYS.

This protocol is based on secret sharing. In thistqeol

there are no relaying messages. It properly adelsetise
mafia fraud attack. It solves the scalability issoé previous
protocols.

Clumping Proof: Peris-Lopez proposed this mecharniism
2007 [89]. It is based on simultaneous scanningofgro
Strengths: (a) solves multi-proofs session attah)

protection against tracking and (c) secure agaiaptay

attacks.

information in a secure manner when a tag’s owser i
changed. These protocols are broadly classifiextinb
categories: protocols utilizing a trusted thirdtpand
protocols without using a trusted third party. Becure
ownership transfer against malicious owners ROTHdtqol
is best suited.

4.Post-Quantum Lightweight Cryptography

Most of the popular public-key cryptosystems arsellaon
the integer factorization problem or discrete Idtan
problem. Both of these can be solved on large guant
computers. In order to secure from quantum compujperst-
guantum cryptography came into existence. Post tqoan

Coexistence Proof: Liret al. presented two techniques: acTyptographic primitives cannot be broken using rjue
secure timestamp proof (sects-proof) and a timgstamCOMputers. As shown in figurel post quantum cryratply

chaining proof (chaining-proof) in 2007 [90] to gelthe
problem of existence-proof technique. SecTS-preglires
an online verifier environment and chaining-prooiised on
the off-line verifier environment. Strength: Avoickplay
attacks.

Comparison: Yoking/Grouping proof protocols guaeanthe
existence of a particular tag at a specific locatiat a
specific time or with other particular tags. Ingheprotocols
tags are scanned either sequentially or in pardfieine of
the scalability issues of previous protocols carsbleed by
using grouping-proof protocol for RFID tags. Schentan
be made more practical by scanning tags in parallel

3.5. Tag Ownership Transfer Protocols

can be classified into four major classes: lathesed, hash
based, code based and multivariant based [96].

4.1. Lattice Based

In 1996, Miklos Ajtai made use of lattices as cography
primitive. First fully homomorphic encryption schemvas
proposed by Craig Gentry in 2009. Strengths: (ajisgy of
lattice based schemes is based on worst-case prab(®)
this scheme requires very less and easy operatinthe
computation of signatures or ciphertexts and (c3t fa
operations are used than current classical sysliemfRSA
or ElGamal [97].

Ajtai-Dwork Cryptosystem:In 1997, Ajtai and Dwork
proposed a public key lattice based cryptosystefngus

When a tag's owner is changed, tag ownership teansfVorst/average case equivalence. Author claims taresh

protocol is used to transfer tag’s information insecure
manner. There are two phases, authentication phade
ownership transfer phase. These protocols are atividto
two groups: (a) protocols utilizing a trusted thjperty for
example solution given by Saito et al and (b) d&edined
proposals without using a trusted third party [16].

Chenet al.’s Secure Ownership Transfer Protocol: Cleen
al. proposed RFID ownership transfer protocol in 2(A13.
Strengths: (a) provides user location privacy, (b¥ist
forged-tag attack and forged-server attack, (cyrgeagainst
man-in-the-middle attack, (d) conforms to EPCglo6alG2
standards and (e) able to resist Pesdia.’s attack.

ROTIV Protocol: Blasset al. proposed RFID ownership
transfer with issuer verification (ROTIV) protocol 2012
[92]. Strengths: (a) secure against malicious ownéb)
prevents injection of fake tags from malicious pars, (c)
constant-time authentication, (d) high security a(e)
requires only a tag to evaluate a hash function.

strong and efficient cryptosystem using two diffare
distributions. Weakness: Nguyen and Stern foundipiisy

of heuristic attack in 2011 [98].

GGH Cryptosystem: Goldreich, Goldwasser and Halevi
proposed this scheme in 1996 using integral Iattice
Strength: more closer to a practical lattice-based
cryptosystem. Weakness: Because of limited paransete
the original GGH cryptosystem was broken in 1999 by
Nguyen [98].

NTRU: Hoffstein et al. presented first version of NTRU
cryptosystem in 1996. It consists of NTRUEncrypt
cryptosystem and NTRUSign signature scheme. NTRssU
described as a polynomial ring cryptosystem [98].

Ideal lattices: It is based on the fact that setlbflattice
vectors forms a special type of subset in a ceriagn This
provides a possible solution to the efficiency peol These
are used to implement cryptographic primitives dasa
lattice problems in ideal lattices [98].
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Table 10. Post-Quantum Lightweight Cryptography classes 4.4. M ultivariant Based
and its characteristics

il

Hash-based Code-based Multivariatel attice-based
-based
Signature Y Y Y Y
Encryptio N Y Y Y
n
Hashing N Y N Y
Collision Y Y N Y
Resistance|
Basis Numeric Code basef Equatior Lattice
system Based
Good for Y N N Y
software
Good for N Y Y N
Hardware
Speed Fast Good Untested| Unteste
Examples | MSS,CMSS| McEliece, Oil and SVP/CVP,
GMSS, | Niederreiter, Vinegar, GGH/NTRU,
SPR-MSS, | Original Matsumoto- Fiat &
XMSS etc. CFS, Imai A, Shamir,
Parallel CFS| Hidden field Hash and
etc. equations sign etc.
etc.
Y=Yes, N= No
4.2. Hash Based

Hash based cryptography includes the developmedigaél
signature schemes which are not dependent on theese
of secure trapdoor functions. Related exampleslamerport
signature cryptosystem invented in 1979 by Leskenport

and Merkle signature scheme developed by Ralph Iglénk
efficient

the late

1970s.

Strengths:

(@)

implementation, (b) implementation is highly scé¢ab(c)
requires smaller code size and provides fasteffication
times and (d) improved performance [99].
Hash-based one-time signatures: Lamport proposegpbd-
Diffie One-Time Signature schme (LD_OTS) in 1979. ltg|iows:

requires  collision resistant hash function and eacRpu2 Cipher with some Hash Function: A2U2 avoids th
public/private key-pair is used to sign one messagl.
Weakness: Large signatures are produced [98].

The Merkle Signature Scheme: Using one-time sigeatufocys is on synchronous stream ciphers with a neati
requires creation and distribution of keys evenyetiwhen it

is used, which is not practical. In 1979 Merkle peed Compactness is achieved by using short-length tezgisind
solution for this problem by creating a tree stuoetof large
number of these keys. Weakness: Quite low effigid88].

4.3. Code Based

In 1978 McEliece cryptosystem was introduced basad
algebraic coding theory. Strengths: (a) encryppoocess is
very fast and efficient, (b) high security leveat) provides
protection against quantum computers and (d) futqetion
against cache-timing attacks and branch-predicttiacks

[100].

Binary Linear Codes:

detection is done by repeating each bit at leagtetand

single-bit error correction is performed by repegteach bit

at least three times. Weakness: Code repetitiohighly
inefficient [98].
The McEliece Cryptosystem: McEliece proposed tbieeme
in 1978 which is based on binary irreducible Goppdes.
Weakness: Binary Goppa codes require large men3@ly [

In this scheme single-bit erro

Multivariate  cryptography is based on multivariate
polynomials over finite fields. In 1998 Matsumo#b al.
proposed Multivariate-Quadratic based signatureemmeh
known as Matsumoto-Imai-Scheme. In an another
multivariate based system, hidden monomial crymiesgs
was developed by Jacques Patarin [101]. In 1997 he
developed balanced Oil and vinegar. By extenditg work

in 1999, unbalanced oil and vinegar was proposedn&ths:

(a) efficient computation, (b) efficient basic op#ons and

(c) suitable for smart card, active RFID tags, ieiss sensor
networks and embedded devices. Many traditional
multivariate cryptosystems have been broken such as
SFLASH signature scheme was broken by Dulebi. and

the Square signature scheme was broken by Eillet. at
ASIACRYPTO’09 [101].

Table 10 shows various classes of lightweight agpphy
and its comparative analysis. The comparison isdonthe
basis of different speeds, security reduction ameses. For
excellent security reduction lattice-based crypapdy is the
preferred choice.

5. Comparative Analysis

In resource constraint networks, major securityllehge is
to reduce the size of implementation while keepthg
reading range as good as possible. Size of antenother
hardware units can also be minimized without chagghe
minimum requirements of hardware in implementing
necessary security requirements [102]. Integratioh
resource constraint networks monitor the real wdnly
sensing, processing and communicating through small

softwar@mpedded devices. In order to defend against attack

wireless sensor networks should be equipped witlurig
mechanisms like: confidentiality and authenticatid®3].
Table 11 shows the possible lightweight primitives
combinations. Characteristics of these combinatiares as

issue of predictable bit streams on power-up causgd
identical initialisation values. In the design oRW2 the

update function to achieve best security and perdoce.

reusing existing capabilities [18].

(a) Spongent: Squeezed sponge construction with finite
number of input bits produces a fixed n-bit outjudw area
consumption is an important characteristic of senphsh
function. Spongent follows hermetic sponge stratelyy
terms of serialization degree and speed, it islhifiaxible.
Area requirements of spongent are highly dependent
technology used but it has the smallest footprinbiag all
hash functions [104].

(b) Photon: Photon family uses a sponge like constmu@s
domain extension algorithm. It is sequential peatiah
network based primitive. As internal un-keyed petatian, it
results into a compact hash function. It is suidbl generic
applications as it provides a high security level1@8-bit
collision resistance [42].

(c) Keccak: Keccak derives the flexibility of the sgenand
duplex constructions which make it provably secagainst
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generic attacks. It has good software performanceexcels Piccolo with some Hash FunctionsBecause of
in hardware performance. Keccak has arbitrary dugngth  permutation based key scheduling Piccolo is swtédl both
which makes it suitable for tree hashing [41]. flexible key and fixed key setting. It has low pawand

(d) Quark: Quark minimizes memory requirements and as gnergy consumption. _In Piccolo adding decrypU_ancfmns

sponge construction, it can be used for messa%Ialmost free. It_achleves best performance weipect to
authentication, stream encryption, or authenticate ergy consumption [29].

encryption. Quark follows hermetic spong strateggrdware (a) Spongent: It provides security against collisique-

implementation is easier because of use of shdisters. image and second pre-image. Power and energy cqtisum
Feed forward values in sponge construction avoid tttan be reduced by combining it with Piccolo cipher.

additional hardware memory requirements. [44].
yreq [44] (b) Photon: It can be made suitable for both flexidg and

Table 11. Possible combinations of lightweight mechanismgixed key setting by combining it with Piccolo cigh It

Cipher Hash GE provides strong security against differential arndedr
A2U2 Spongent <1038 cryptanalysis.
A2U2 Photon-80 <1165 (c) Keccak: It is flexible and can accept infinite amb of
2202 Keccak <1600 inpqt and output. It is secure against genericchsta It
achieves best performance with respect to energy
A2U2 U-Quark <1679 consumption when combined with Piccolo cipher.
PRINT Spongent 1140 (d) Quark: It is secure against collision, second preimage,
PRINT Photon-80 1267 length extensions and multicollisions. Additiondsfcryption
PRINT Keccak 1702 fu_nction can be made almost free by combining ithwi
Piccolo cipher.
PRINT U-Quark 1781
Siccos Soonaent 357 KATAN/KTANTAN with some Hash Functions: For
pong KATAN key is stored into memory of devices and wtilen
Piccolo Photon-80 1481 be repeatedly clocked which results into more secipher.
Piccolo Keccak 1916 In KTANTAN key is_ hardcode_d in devices once anddn
: never be altered which makes it more compact [106].
Piccolo U-Quark 1995
a) Spongent: It can be made more secure by combihing
KTANTAN Spongent 1426 ( ; :
bong with KATAN cipher. Compactness of Spongent hash lean
KTANTAN Photon-80 1553 increased by combining it with KTANTAN family. It
KTANTAN Keccak 1988 provides simplicity in design with low area requirent.
KATAN Spongent 1792 (b) Photon: It is collision resistant which makesuitable for
KATAN Photon-80 1919 generic applications. It is mos’F compact hash func_m_nd_ it_s
compactness can be greatly increased by combihingh
KLEIN Spongent 1958 KTANTAN Cipher.

) ) ) KLEIN with Spongent Hash Function: KLEIN block cigh
PRINT Cipher with some Hash Functions: Block ang kecompines a 4-bit Shox with Rijndael's byte-oriented
sizes requires least amount of area (402 GE) is¢hilized  \ixcolumn. KLEIN allows low-memory implementatiofs
!mplementatlon of PRINdiprer PRINT cipher is secure even |g.end software and hardware [28]. Area requiremein
in the absence of key schedule [105]. KLEIN can be reduced by combining it with Spongbash

(@) Spongent: When PRINT cipher is combined wittfunction.

Spongent hash function the overall area (GE) requént :

will be reduced. The combination of both will prdei 6. Conclusion

security even in the absence of key schedule amxibility in  In RFID privacy, the expectations of lightweighymtographic
terms of speed. primitives and protocols with enhanced securityiaceeasing
with advancement of technology. Hardware technology

(b) Pho_t(_)n:PRINT cipher can be combined Wlth Ph.Oton'demands minimization of device cost with less nunafe&SEs
Reusability of gates reduces the amount of areained]in

its implementation. Photon provides good performeaand and _software techn(_)logy requires improvemen_t inliyuef
throughput. service parameters like: thr_oughput, power consmnpﬂela_\y,
jitter, coverage and routing cost etc. These demaind
(c) Keccak:Keccak provides strong security against generigrimitives are  achieved through improvements in
attacks. It is suitable for tree hashing and cawvigde good confidentiality, integrity, authentication, non-tefiation and
performance when implemented with PRINT cipher. availability mechanisms. In protocols, demandstmafulfilled

(d) Quark: It avoids the need of additional memor)g;g?:r?:e bm%g)ixemigtj inm anlgigtlfgv?/agps’hi au;[;l;z(:limt
components and thus it can be efficiently usedvimious g, grouping 9 PP

X Most of these protocols are breakable through quoant
encryption schemes. It greatly reduces area andepow

consumption when combined with PRINT cipher. computer; thus post qu_antum cryptosystem playspartant
role. Various mechanisms of post-quantum cryptesyst

provide in-built error detection and correcting imegism. This
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reduces the chances of false identification, atitetion and
data transmission. In this work, various primitivese
integrated to achieve complete security for anyesysDuring
integration, strengths and weaknesses of protouls
analyzed.
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