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Abstract: Nowadays, because of the exhaustion of IPv4 address 

space, IPv6 is increasingly being used on enterprise networks. 

Usually, an enterprise uses an MPLS network from a Service 

Provider to interconnect their IPv4 network sites. Although MPLS 

Service Providers mostly built their MPLS backbone based on IPv4, 

their MPLS backbone have the capability to transport IPv6 traffic of 

their customers. Two methods can be used by the MPLS Service 

Provider to connect its customer IPv6 network, which is 6PE (IPv6 

Provider Edge Routers) and 6VPE (IPv6 VPN Provider Edge 

Router). Enterprises generally use a BGP routing protocol to 

interconnect their networks, and they need to use the best method that 

suits their requirement from their MPLS Service Provider to transport 

their IPv6 traffic (including the BGP protocol). The MPLS Service 

Providers need to consider the advantages and disadvantages of both 

methods. This paper illustrates the analysis of BGP4 (current BGP 

version) IPv6 peering establishment time over 6PE and 6VPE 

methods. The MPLS Service Providers can use the analysis results of 

this study to determine the suited method to interconnect its 

customers' IPv6 networks.  
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1. Introduction 
 

IPv4 space now is getting smaller. Even though all enterprises 

are using RFC 1918 Private IP Address such as 10.0.0.0/8, 

172.16.0.0/12, and 192.168.0.0/16 prefixes for their internal 

networks [1] and using NAT to connect to the internet [2], the 

exhaustion of IPv4 is inevitable. As a solution to this problem, 

IPv6 is introduced and finalized in 1996 [3]. IPv6 base 

protocol (RFC 2460) is published in 1998 [4]. Today IPv6 is 

increasingly being used by enterprises or any organization. 

There are several methods for an enterprise or organization 

that wants to do a transition from the current IPv4 toward IPv6 

address. The transition methods are Tunnel Broker, 6RD, 

DNS64, ISATAP, Teredo, 6to4, NAT64, 464XLAT, and 

Dual-Stack. Another IPv6 transition methods that can be used 

by Multiprotocol Label Switching (MPLS) Service Provider 

to transport their customers IPv6 traffic are 6VPE and 6PE via 

MPLS network connection. 

Enterprises usually use MPLS (Multi-Protocol Label 

Switching) connection provided by the MPLS Service 

Provider to interconnect their networks. Even though MPLS 

Service Providers are generally deployed their MPLS 

networks based on IPv4, it can transport IPv6 traffic of their 

customers as well. MPLS is very flexible [5] because it can 

tunnel many forms of the packet, like IPv4, IPv6, Ethernet, 

ATM, Frame-Relay, and Serial/PPP [6]. 

RFC number 4659 describes the 6VPE method. MPLS 

Service Provider can use IPv4 based MPLS network to 

provide Virtual Private Network (VPN) to transport their 

customer IPv6 networks. This method uses the BGP/MPLS IP 

VPN to support IPv6. 6VPE uses Multi-Protocol BGP (MP-

BGP) for IPv6 VPN prefixes distribution over the Service 

Provider MPLS network [7]. A PE router establishes the MP-

BGP peering to other PE routers over the VPN-IPv6 address 

family. In this method, the customer IPv6 CE router connects 

to the customer VRF interface of the MPLS Service Provider 

PE router.  

The 6PE method is described in RFC 4798 [8]. In 6PE, the 

customer CE router connects to the native IPv6 or dual-stack 

IPv4/IPv6 interface of the PE router. The dual-stack interface 

is an interface that configured with the IPv4 and IPv6 

addresses. The customer IPv6 network will not reside in the 

VPN IPv6 routing table (VRF), instead of placed in the global 

IPv6 routing table. Routing table lists information about 

neighboring nodes and determines the number of hops [9] in 

RIP (Routing Information Protocol), total amount of costs in 

OSPF (Open Shortest Path First) or list of ASN 

(Autonoumous System Number) and some other parameters 

in BGP (Border Gateway Protocol) to reach the destination 

node. 

Like 6VPE, in the 6PE method, the PE router uses MP-BGP 

to distribute the customer IPv6 prefixes along with its 

assigned labels. But instead of uses MP-BGP VPN-IPv6 

address-family peering connection, it uses an IPv6 address-

family peering connection. These BGP IPv6 prefixes are 

propagated to it MP-BGP IPv6 address-family peer router that 

has the same VRF table over the MPLS network. We can see 

the 6VPE and 6PE network diagram in figure 1. 

 

2. Related Works 
 

Several studies have already been conducted to evaluate the 

performance of the IPv6 network and its applications. For 

example, Aloufi analyzed structure recommendations and 

message size for the IPv6 over Low Power Wireless Personal 

Area Networks (6LoWPAN) stack model [10]. Yang and Wu 

studied the Hierarchical Mobile IPv6 (HMIPv6) Binding 

Update message to support Call Admission Control (CAC) 

schemes to guarantee every service meets their Quality of 

Service (QoS) requirements in the mobile network of Wireless 

Broadband [11]. 

IPv4 to IPv6 transition methods also have been studied. For 

example, Quintero, Sans, and Gamess have studied the 

performance of ISATAP, 6to4, and NAT64 on several 

Operating Systems such as Debian, Windows 7, Windows 8, 

and Windows 10. For NAT64, they used two tools namely 

TAYGA and Jool and they measured the OWD and the TCP 

and UDP throughput for every transition method [12]. Repas, 

Farnadi, and Lencse did a study on the evaluation of free 

NAT64 implementations. The stability and performance of 

ICMP, TCP, and UDP on the NAT64 transition method were 

examined by used the TAYGA and PF tools [13]. Grayeli, 

Sarkani, and Mazzuchi analyzed the performance of the IPv6 

transition mechanism (including manual tunnel, GRE, 

automatic IPv4-compatible tunnel, and 6to4) and compared it 

with 6PE, Dual-Stack, and native IPv6) over the MPLS 
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network. The parameters that analyzed and compared were an 

end-to-end delay, jitter, and throughput using the OPNET 

simulation tool [14]. Salih, Abdalrahman, and Elsharif studied 

the overall network performance of the 6VPE by analyzed the 

round trip delay and traffic route for IPv6 connection. The 

overall network performance was evaluated because MPLS 

using labels instead of IP header to increase the level of the 

security of the customer's network [15]. Algabri, Alhomdy, 

Alselwi, Alowiri, and Sharaby have analyzed the performance 

of the IPv6 MPLS and MPLS VPN by sending video and 

audio traffic over both connections using the Opnet network 

simulator [16]. Al-Hamadani and Lencse reviewed the results 

of several papers that analyzed the performance of IPv6 

transition technologies. The parameters that were compared 

from the papers were jitter, RTT, throughput, and packet-loss 

[17]. Vinodkumar, Vijayalakshmi, Kavitha, and Karthick 

studied the implementation of IPv6 networks for internets 

services and VPN in IPv6 network using MPLS [18]. 

Hamarsheh, Abdalaziz, and Nashwan discussed the process of 

the transition from IPv4 to IPv6 and the major impediments 

for worldwide IPv6 deployment [19]. 

On BGP routing protocol in terms of its implementation on 

the IPv6 network, several studies have been conducted. For 

example, Trung and Kotsis studied the development of BGP-

GCR+ which is a combination between BGP routing protocol, 

Gravitational Cluster Routing (GCR), and IPv6 address 

stateless auto-configuration to enable Mobile Ad-Hoc 

Networks (MANET) function as a load-balancer of a transit 

network for the internet [20]. Zhang, Liu, and Pei observed the 

global routing data from RouteViews and they found the 

behavior of BGP AS Path Looping (either on IPv4 or IPv6) 

occurred and can create Multi-AS forwarding loops [21]. Jia, 

Luckie, Huffaker, and Elmokashfi analyzed the development 

of the IPv6 internet in terms of trends in the growth, structure, 

dynamics, and performance using historical BGP data [22]. 

Several studies also have been conducted to evaluate the 

performance of BGP in terms of establishment or convergence 

time. For example, Deshpande and Sikdar studied the impact 

of topology and the message handling procedure of BGP on 

its establishment/convergence time. They evaluated the 

convergence times of the BGP router network on the number 

of MRAI (Minimum Route Advertisement Interval) [23]. 

Bonaventure, Filsfils, and Francois studied and proposed a 

new BGP fast-reroute technique as routers are prepared to 

have a quick reaction to an interdomain link failure. The 

solution is to build the protection-tunnel from a BGP router to 

the alternative next-hop BGP router of the same destination 

prefix address [24]. Zhang, Massey, and Zhang examined the 

performance of the packet delivery of the BGP network when 

the destination may be disconnected from the network 

multiple times. On the examination, they created two metrics 

to measure the time interval between the perceived 

unreachability and the actual connectivity loss [25]. Da Silva 

and Mota reviewed several methods to improve the 

performance of the BGP inter-domain routing. Those methods 

can fix the problem of slow-convergence on the BGP network 

[26]. Devikar, Patil, and Chandraprakash summarized several 

approaches to improve the BGP convergence time. The 

approaches that were reviewed were BGP policies, fault 

detection, etc. [27]. Wang analyzed the convergence problem 

of the BGP network. MRAI (Minimum Route Advertisement 

Interval) that accelerates the BGP routing convergence time 

was evaluated in this study [28]. 

On IP services or dynamic routing protocol over (or 

combined) with the MPLS, several studies have been 

conducted. Katsuno, Yamazaki, Asami, and Esaki studied 

Layer 2 Virtual Private Wire Service over MPLS network. 

Theoretical study and performance testing were conducted in 

this study [29]. Shirazi, Asim, Irfan, and Ikram studied and 

proposed IP Security (IPSec) to mitigate MPLS vulnerabilities 

and risks [30]. Alawieh and Mouftah analyzed the 

performance of Multicast service over the MPLS network and 

compared its reliability with Protocol Independent Multicast 

(PIM) [31]. Al Mamun, Sheltami, Ali, and Anwar did a 

comparative study of the performance of the traditional 

dynamic routing protocols like OSPF and EIGRP, and 

combined those routing protocols and MPLS to achieve 

overall network performance improvement [32]. 

In our study, we compare and analyze the BGP IPv6 peering 

establishment time of two BGP speaker routers of an 

enterprise/customer over 6PE and 6VPE connection methods 

provided by the MPLS Service Provider. The Service Provider 

MPLS network is built based on IPv4. We are using BGP4 as 

the current BGP version.

 

 
Figure 1. 6VPE and 6PE Network Diagram 
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3. 6VPE and 6PE Method 
 

 3.1  6VPE Method 
 

In 6VPE, the PE router assigns a label to each customer IPv6 

prefix. This IPv6 prefix along with its label propagated to 

other PE router that has the same customer IPv6 VRF (VPN 

Routing and Forwarding table) by MP-BGP over VPN-IPv6 

address-family peering. 

When the remote peer PE router receives the IPv6 packet from 

its customer network on the VPN interface, it then checks the 

destination address of the packet in its VPN Route Forwarding 

table (VRF), and lookup the label for that prefix in it VRF MP-

BGP table. It also lookup the next-hop address (egress PE) 

label of the destination IPv6 prefix in its LFIB (Label 

Forwarding Information Base). The PE router then inserts 

both labels to the packet as an inner-label and outer-labels. PE 

router then forwards the IPv6 packet to the next-hop router of 

the outer-label. 

P router will check the outer label of the packet and will do 

label swapping. P router will look up the LFIB table and swap 

the outer-label (treat it as a local label) with the outgoing-label 

of the egress PE router. This packet then forwarded again to 

the next-hop router of the outer-label. If the P router directly 

connected to the egress PE router and if the P router 

configured with PHP (Penultimate Hop Popping), then it will 

remove the IPv6 packet outer-label. 

The egress PE router then receives the packet. If the sender P 

router has PHP configuration, then the IPv6 packet only has 

an inner-label. This inner-label is the customer IPv6 prefix 

label. The PE router then lookup the next-hop router of the 

inner-label on it LFIB and remove the inner-label. This packet 

then forwarded to the customer CE router where the 

destination IPv6 prefix is connected. We can see the example 

of a customer IPv6 packet that traversing the Service Provider 

MPLS network that utilized the 6VPE method in figure 2. In 

the captured packet, we can see the outer-label and inner-label. 

    3.2  6PE Method 

Like the 6VPE method, in the 6PE, the PE router assigns a 

label to each customer IPv6 prefix. The PE router then 

propagates the customer IPv6 prefixes (along with their 

assigned label) to the MP-BGP peer router. 6PE uses IPv6 

address-family to build MP-BGP peering. 

When a PE router receives an IPv6 packet on its non-MPLS 

interface (that connected to the customer CE router), it then 

checks the destination IPv6 address of the IPv6 packet in the 

global IPv6 routing table. If the destination IPv6 address 

comes from the MP-BGP IPv6 address-family peer and has a 

label assigned, then this label will be inserted to the packet as 

an inner-label. 

The PE router checks the next-hop address of the destination 

IPv6 address (which is the egress PE). PE router then inserts 

the label of this egress PE to the packet as an outer-label. This 

packet then forwarded to the label next-hop router via a 

specified outgoing interface based on its LFIB table. The next 

process is similar to 6VPE method. 

We can see the example of a customer IPv6 packet that 

traverses the Service Provider MPLS network that uses the 

6PE method along with its outer-label and inner-label in figure 

3. We also can see the comparison of the 6VPE and 6PE 

methods in table 1. 

 

 

Figure 2. IPv6 packet in MPLS network that uses 6VPE method 

 
Figure 3. IPv6 packet in MPLS network that uses 6PE method 

Table 1. Comparison of 6VPE and 6PE method 
Router 6VPE 6PE 

Interface to the CE Router  Assigned to the VRF Assigned to the Global Routing Table 

Customer IPv6 Prefix In the VRF Table In the Global IPv6 Routing Table 

MP-BGP for BGP Peering Yes Yes 

MP-BGP Peering between PEs Via VPN-IPv6 Address-Family Via IPv6 Address-Family with Label 
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4. BGP Peering Establishment Process 
 

BGP (Border Gateway Protocol) is an exterior gateway 

routing protocol that recommended to be used by an 

organization that wants to connect to the Service Provider 

network. BGP also used by an organization to connect to its 

network located on different sites and different AS 

(Autonomous System) Number. This BGP connection, 

whether IPv4 or IPv6, is established over the Service Provider 

MPLS Network.  

RFC 4271 [33] describe the process of BGP peering 

establishment that follows several states below: 

1. BGP_Idle 

2. BGP_Active 

3. BGP_OpenSent 

4. BGP_OpenConfirm 

5. BGP_Established. 

After a router runs BGP configuration, it will enter the 

BGP_Idle state. Once BGP peering configured, it (local 

router) will initiate BGP TCP Connection to the remote peer 

[34]. In this phase, the local router also listens for a BGP TCP 

initiation connection from the remote peer.  If the remote peer 

acknowledges the TCP connection by sending the TCP packet 

with SYN and ACK flags, then the local router will respond 

with sending the response TCP packet with the ACK flag. The 

TCP connection established. The local router will be sending 

the BGP Open message to the remote peer and move to the 

BGP_OpenSent state. 

In the BGP_OpenSent state, the local router already sent the 

BGP OPEN message and waiting for the OPEN message from 

a remote peer. After the local router receives the OPEN 

message from the remote peer, the local router then will 

compare the following parameters from both OPEN 

Messages: 

- BGP Version. 

- AS (Autonomous System) number must match with the 

AS number configuration for the remote peer. 

- Hold time value (number of seconds that the router can 

wait for the KEEPALIVE or UPDATE messages from 

the remote peer). 

- BGP Router Identifier. 

- Optional Parameters (for example is security parameter) 

[35]. 

If at both routers the OPEN message matched the configured 

parameters, then both routers will negotiate the hold time 

value and will choose the lower hold time value. Then the 

routers will send a KEEPALIVE message and move to the 

OpenConfirm state. In this state, after receiving the 

KEEPALIVE message, both routers then move to the 

BGP_Established state. In the BGP_Established state, both 

routers send UPDATE Message that contains it BGP prefixes 

routes [36]. 
 

5. BGP IPv6 Peering over 6VPE and 6PE 

Simulation 
 

We analyze BGP IPv6 peering establishment time between 

two customer CE router over Service Provider MPLS network 

that running 6PE and 6VPE connection method. The 

flowchart of the process of our study can be seen in Figure 4. 

We built an MPLS network of Service Provider (consists of 

PE and P routers), and IPv6 network sites of an enterprise 

(customer) on the Network Simulator. We can see the 

simulation network diagram in Figure 5. 

The MPLS network is built based on IPv4. The PE routers 

have IPv6 interfaces that connected to customer CE routers. 

BGP IPv6 peering established between CE routers over 

MPLS. We can see IPv4 and IPv6 address assignment for the 

MPLS and customer networks in tables 2 and 3. 

The MPLS network uses LDP (Label Distribution Protocol) to 

distribute assigned labels to other PE and P routers. PE-01 and 

PE-02 routers run the 6VPE connection method while PE-001 

and PE-002 routers run the 6PE connection method. For the 

6VPE simulation, we create VPN ABC for the customer IPv6 

network. The VRF (VPN Routing and Forwarding) applied to 

the PE-01 and PE-02 interfaces that connected to the customer 

router (CE-01 and CE-02). We can see the Service Provider 

6VPE and 6PE configuration parameters for the simulation 

network in tables 4 and 5. We also can see the LFIB table (that 

contains MPLS label allocation of the 6PE and 6VPE 

simulation networks) and the BGP routing table in figures 6, 

7, 8, and 9. 

 

 
 

Figure 4. Flowchart of the study 
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Figure 5. Network Simulation Diagram 

Table 2. IPv4 and IPv6 Address Assignment for 6VPE Simulation Network 
Router Interface IPv4 Address IPv6 Address Function 

PE-01 

FastEthernet0/0   2020:1::2/96 Connection to Customer CE-01 

FastEthernet1/0 10.1.1.1/30   Connection to Service Provider P-01 

FastEthernet1/1 10.1.2.1/30   Connection to Service Provider P-02 

Loopback0 1.1.1.1/32   MP-BGP Peering Interface to PE-02 

P-01 

FastEthernet0/0 10.1.5.1/30   Connection to Service Provider P-02 

FastEthernet1/0 10.1.1.2/30   Connection to Service Provider PE-01 

FastEthernet1/1 10.1.3.2/30   Connection to Service Provider PE-02 

P-02 
FastEthernet0/0 10.1.5.2/30   Connection to Service Provider P-01 

FastEthernet1/0 10.1.4.2/30   Connection to Service Provider PE-02 

FastEthernet1/1 10.1.2.2/30   Connection to Service Provider PE-01 

PE-02 

FastEthernet0/0   2020:2::2/96 Connection to Customer CE-02 

FastEthernet1/0 10.1.4.1/30   Connection to Service Provider P-02 

FastEthernet1/1 10.1.3.1/30   Connection to Service Provider P-01 

Loopback0 4.4.4.4/30   MP-BGP Peering Interface to PE-01 

CE-01 

FastEthernet0/0   2020:1::1/96 Connection to Service Provider PE-01 

Loopback0   2020::1/128 BGP IPv6 Peering Interface to CE-02 

FastEthernet1/0  2020:1234::254/96 LAN IPv6 Address 

CE-02 
FastEthernet0/0   2020:2::1/96 Connection to Service Provider PE-02 

Loopback0   2020::2/128 BGP IPv6 Peering Interface to CE-01 

Linux Workstation 
 

Eth0  2020:1234::1/96 Connection to IPv6 LAN 
 

Table 3. IPv4 and IPv6 Address Assignment for 6PE Simulation Network 
Router Interface IPv4 Address IPv6 Address Function 

PE-001 

FastEthernet0/0   3020:1::2/96 Connection to Customer CE-001 
FastEthernet1/0 10.1.1.1/30   Connection to Service Provider P-001 
FastEthernet1/1 10.1.2.1/30   Connection to Service Provider P-002 
Loopback0 1.1.1.1/32   MP-BGP Peering Interface to PE-002 

P-001 
FastEthernet0/0 10.1.5.1/30   Connection to Service Provider P-002 
FastEthernet1/0 10.1.1.2/30   Connection to Service Provider PE-001 
FastEthernet1/1 10.1.3.2/30   Connection to Service Provider PE-002 

P-002 
FastEthernet0/0 10.1.5.2/30   Connection to Service Provider P-001 
FastEthernet1/0 10.1.4.2/30   Connection to Service Provider PE-002 
FastEthernet1/1 10.1.2.2/30   Connection to Service Provider PE-001 

PE-002 

FastEthernet0/0   3020:2::2/96 Connection to Customer CE-002 
FastEthernet1/0 10.1.4.1/30   Connection to Service Provider P-002 
FastEthernet1/1 10.1.3.1/30   Connection to Service Provider P-001 
Loopback0 4.4.4.4/30   MP-BGP Peering Interface to PE-001 

CE-001 
FastEthernet0/0   3020:1::1/96 Connection to Service Provider PE-001 
Loopback0   3020::1/128 BGP IPv6 Peering Interface to CE-002 
FastEthernet1/0  3020:1234::254/96 LAN IPv6 Address 

CE-002 
FastEthernet0/0   3020:2::1/96 Connection to Service Provider PE-002 
Loopback0   3020::2/128 BGP IPv6 Peering Interface to CE-001 

Linux Workstation 

 

Eth0  3020:1234::1/96 Connection to IPv6 LAN 
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Table 4. 6VPE Parameters for Simulation Network 

Router Interface VRF Name RD RT Label Protocol Function 

PE-01 
FastEthernet0/0 ABC   6500:100 6500:100   Connection to Customer CE-01 

FastEthernet1/0       LDP Connection to P-01 

FastEthernet1/1       LDP Connection to P-02 

P-01 

FastEthernet0/0       LDP Connection to P-02 

FastEthernet1/0       LDP Connection to PE-01 

FastEthernet1/1       LDP Connection to PE-02 

P-02 

FastEthernet0/0       LDP Connection to P-01 

FastEthernet1/0       LDP Connection to PE-02 

FastEthernet1/1       LDP Connection to PE-01 

PE-02 
FastEthernet0/0 ABC 6500:100 6500:100   Connection to Customer CE-02 

FastEthernet1/0       LDP Connection to P-02 

FastEthernet1/1       LDP Connection to P-01 
 

Table 5. 6PE Parameters for Simulation Network 

Router Interface Label Protocol Function 

PE-001 
FastEthernet1/0 LDP Connection to P-001 

FastEthernet1/1 LDP Connection to P-002 

P-001 

FastEthernet0/0 LDP Connection to P-002 

FastEthernet1/0 LDP Connection to PE-001 

FastEthernet1/1 LDP Connection to PE-002 

P-002 
FastEthernet0/0 LDP Connection to P-001 

FastEthernet1/0 LDP Connection to PE-002 

FastEthernet1/1 LDP Connection to PE-001 

PE-02 
FastEthernet1/0 LDP Connection to P-002 

FastEthernet1/1 LDP Connection to P-001 

 

 
Figure 6. Labels information LFIB Table of PE-02 that running 6VPE configuration 

 

  
Figure 7. Customer BGP IPv6 Prefix on BGP Routing Table of PE-02 that running 6VPE configuration 

 

Figure 8. Labels information on LFIB Table of PE-02 that running 6PE configuration 
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Figure 9. BGP Routing Table of PE-02 that running 6PE configuration 

To ensure the fairness of the tests and the consistency of the 

results, we conducted 5000 tests for both connection methods 

(6VPE and 6PE) simultaneously (started at the same time). 

Each test is conducted by establishing a BGP IPv6 connection 

between the CE routers and deactivate the BGP peering and 

activate the peering again. We measure the BGP peering 

establishment time started from BGP_Idle state when the CE 

router sends TCP SYN packet to TCP port 179 and the remote 

peer router reply with the TCP SYN-ACK packet until both 

routers reach the BGP_Established state that marked with the 

first KEEPALIVE and UPDATE messages are sent by both 

routers. To measure the BGP peering establishment time, the 

following is the formula that we are used: 

𝑏𝑒 =  𝑡x –  𝑡y (1) 

Where be is BGP peering establishment time, tx is the time 

when the TCP SYN packet sent by the BGP router and 

responded with the TCP ACK packet by the remote peer 

router, and ty is the time when the second UPDATE message 

sent by the BGP router. We did the measurement from the 

Wireshark capture file from each test. 

To test the consistency of the BGP peering establishment 

measurement results, we did the following additional tests: 

- Telnet IPv6 TCP connection completion time.  

- SSH IPv6 TCP connection completion time. 

- HTTP IPv6 TCP connection completion time. 

- HTTPS IPv6 TCP connection completion time. 

- ICMPv6 echo-reply time. 

On Telnet, SSH, HTTP, and HTTPS IPv6 TCP connection 

completion time test, we measure every TCP connection 

(three-way handshake) completion time between the Linux 

workstation and either CE-02 or CE-002 on the 6PE and 6VPE 

method. Following is the formula for  the TCP connection 

completion time measurement: 

𝑡𝑐𝑝𝑡 =  𝑎𝑐𝑘 –  𝑠𝑦𝑛 (2) 

Where tcpt is TCP connection completion time, syn is the 

time of the TCP SYN packet that sent by Linux workstation 

to either CE-02 or CE-002, and ack is the time of the TCP 

ACK packet that sent by Linux workstation as a response of 

TCP SYN-ACK packet that sent by either CE-02 or CE-002. 

For ICMPv6 echo-reply time tests, we have completed the 

tests by sending 35,000 ICMPv6 echo packet from the Linux 

workstation to CE-02 over both method. Following is the 

formula for ICMPv6 echo-reply time measurement: 

𝑖𝑐𝑚𝑝𝑡 =  𝑖𝑟𝑒𝑠 –  𝑖𝑟𝑒𝑞 (3) 

Where icmpt is ICMPv6 echo-reply time, ireq is the time when 

the ICMPv6 echo-request sent from the Linux workstation to 

either CE-02 or CE-002, and ires is the time when the ICMPv6 

echo-reply sent by either CE-02 or CE-002 as a response 

packet. 

    5.1  Simulation Results of BGP Peering Establishment 

Based on the 5000 test that we have completed on the 

simulation, the average BGP peering establishment time for 

6VPE connection is 624 ms, and for 6PE connection is 632 

ms. The comparison graph of every test result on 6VPE and 

6PE shown in figure 10. 

    5.2  Simulation Results of Telnet TCP Connection 

For Telnet TCP connection completion time tests, based on 

the 5000 tests that we have conducted on the simulation, the 

average of Telnet TCP connection completion time on 6VPE 

connection is 710 ms and 715 ms on 6PE connection. The 

comparison diagram of every test result on 6VPE and 6PE 

shown in figure 11. 

    5.3  Simulation Results of SSH TCP Connection 

For SSH IPv6 TCP connection completion time, based on the 

5000 test that we have conducted on the simulation, the 

average of SSH IPv6 TCP connection completion time on 

6VPE connection is 662 ms and 669 ms on 6PE connection. 

The comparison diagram of every test result on 6VPE and 6PE 

shown in figure 12. 

    5.4  Simulation Results of HTTP TCP Connection 

For HTTP IPv6 TCP connection completion time, based on 

the 5000 test that we have conducted on the simulation, the 

average of HTTP IPv6 TCP connection completion time on 

6VPE connection is 714 ms and 718 ms on 6PE connection.  

The comparison diagram of every test result on 6VPE and 

6PE shown in figure 13. 

    5.5  Simulation Results of HTTPS TCP Connection 

For HTTPS IPv6 TCP connection completion time on 6VPE 

and 6PE connection method, based on the 5000 test that we 

have conducted on the simulation, the average of HTTPS IPv6 

TCP connection completion time on 6VPE connection is 692 

ms and 693 ms on 6PE connection. The comparison diagram 

of every test result on 6VPE and 6PE shown in figure 14. 

    5.6  Simulation Results of ICMPv6 Echo-Reply Time 

On ICMPv6 echo-reply time measurement, we conducted 

35,000 tests. We got the result that the average time between 

an ICMPv6 echo-reply packet that sent by CE-02/CE-002 to 

Linux workstation and an ICMPv6 echo-request on 6VPE 

connection is 254 ms and 256 ms on 6PE connection. The 

comparison diagram of every test result on 6VPE and 6PE 

shown in figure 15. 
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Figure 10. Comparison graph of simulation results of BGP IPv6 peering establishment time on 6VPE and 6PE 

 

 
Figure 11. Comparison graph of simulation results of Telnet TCP connection completion time on 6VPE and 6PE

 
Figure 12. Comparison graph of simulation results of SSH TCP connection completion time on 6VPE and 6PE  

 

 
Figure 13. Comparison graph of simulation results of HTTP TCP connection completion time on 6VPE and 6PE 
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Figure 14. Comparison graph of the testing results of the HTTPS TCP connection completion time on 6VPE and 6PE 

 

 

Figure 15. Comparison graph of simulation results of ICMPv6 Echo-Reply on 6VPE and 6PE 
 

Table and graph of the comparison of simulation test results 

from six types of tests that are BGP IPv6 peering 

establishment time and five additional tests over 6PE and 

6VPE connection are shown in table 6 and figure 16 (time is 

in millisecond). 

Table 6. Comparison of Simulation Test Results 

 Test 

6PE 6VPE 

Time 

(ms) 

Time 

(ms) 

% Faster 

than 6PE 

BGP4 IPv6 Peering Establishment  632 624 1.27% 

SSH IPv6 TCP Connection 669 662 1.05% 

HTTPS IPv6 TCP Connection 693 692 0.14% 

HTTP IPv6 TCP Connection 718 714 0.56% 

Telnet IPv6 TCP Connection 715 710 0.70% 

ICMPv6 Echo-Reply Time 256 254 0.78% 

 

 
Figure 16. Comparison graph of the Test Results 

6. Conclusions 
 

We have simulated an enterprise BGP4 IPv6 peering 

establishment over 6PE and 6VPE connection provided by the 

MPLS Service Provider. We conducted 5,000 tests and 

measures the BGP4 IPv6 peering establishment time over both 

connection methods. To ensure the equality and fairness of the 

testing and the consistency of the test result on both 

connection, we did the 5,000 tests simultaneously (started at 

the same time). To provide comparison data for the BGP4 

IPv6 peering establishment tests, we conducted 5,000 tests 

and measured TCP connection completion time for Telnet, 

SSH, HTTP, and HTTPS IPv6.  We also conducted 35,000 

tests for ICMPv6 echo-reply time on both methods of 

connection (6VPE and 6PE).  

Based on the comparison table of the simulation results in 

table 6, we can see that all six types of tests that ran over 6VPE 

are consistently faster than over 6PE connection. We conclude 

that IPv6 traffic over 6VPE connection has lower latency than 

over 6PE connection. 

As described earlier, on the 6VPE method, the PE router put 

customer IPv6 prefixes on its dedicated VRF (VPN Routing 

and Forwarding table), so the customer routing table separated 

from other customers. There are several benefits to this 

method, which are: 

- The 6VPE connection method gives additional security 

to the customer. Every customer has a dedicated routing 

table, so every customer network is guaranteed cannot 

be accessed by other customers, unless there is a policy 

applied. In 6PE, MPLS Service Provider can prevent an 

IPv6 customer network accessed by other customers by 
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deployed a BGP Policy, while in the 6VPE connection, 

this policy not required. 

- The 6VPE connection method gives flexibility. Every 

customer can use overlapped IPv6 addresses/prefixes. 

This thing can happen because every customer has a 

dedicated VRF (VPN routing and forwarding table). 

Even depend on the requirement, a customer can have 

more than one VPN and VRF as well.   

With the above benefits and lower latency than the 6PE 

connection method, we can conclude that the 6VPE 

connection method is the better solution for the MPLS Service 

Providers to transport their customer IPv6 traffic. 
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