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Abstract: CAPTCHAs are widely used by web applications for 

the purpose of security and privacy. However, traditional text-based 

CAPTCHAs are not suitable for sighted users much less users with 

visual impairments. To address the issue, this paper proposes a new 

mechanism for CAPTCHA called HearAct, which is a real-time 

audio-based CAPTCHA that enables easy access for users with 

visual impairments. The user listens to the sound of something (the 

“sound-maker”), and he/she must identify what the sound-maker is. 

After that, HearAct identifies a word and requires the user to 

analyze a word and determine whether it has the stated letter or not. 

If the word has the letter, the user must tap and if not, they swipe. 

This paper presents our HearAct pilot study conducted with thirteen 

blind users. The preliminary user study results suggest the new form 

of CAPTCHA has a lot of potential for both blind and visual users. 

The results also show that the HearAct CAPTCHA can be answered 

in a shorter time than the text-based CAPTCHAs because HearAct 

allows users to solve the CAPTCHA using gestures instead of 

typing. Thus, participants preferred HearAct over audio-based 

CAPTCHAs. The results of the study also show that the success 

rate of solving the HearAct CAPTCHA is 82.05% and 43.58% for 

audio CAPTCHA. A significant usability differences between the 

System Usability score for HearAct CAPTCHA method was 88.07 

compared to audio CAPTCHA was 52.11%. Using gestures to solve 

the CAPTCHA challenge is the most preferable feature in the 

HearAct solution. To increase the security of HearAct, it is 

necessary to increase the number of sounds in the CAPTCHA. 

There is also a need to improve the CAPTCHA solution to cover 

wide range of users by adding corresponding image with each 

sound to meet deaf users’ needs; they then need to identify the 

spelling of the sound maker’s word. 
 

Keywords: CAPTCHA, Accessibility, Usability, Audio 
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1. Introduction 
 

According to the World Health Organization, approximately 

217 million people live with some type of visual impairment 

and 36 million people live with no vision across the globe 

[1]. The WHO also stated that the rate of people with vision 

impairment will increase due to population growth and aging 

[1]. The number of blind people is significant and their 

interactions with the internet are considerable. 

Simultaneously, the percentage of security and privacy 

attacks on the internet has increased since the number of 

developed applications has increased as stated by the 

Symantec Corporation World Headquarters [56]. Therefore, 

there is a need to develop and adopt new security and 

privacy protection techniques to minimize online threats. 

However, improving the security mechanisms of websites 

negatively affects the usability of the sites; adding more 

features to improve the security level of a site will increase 

accessibility issues for people with no or low vision. One of 

the security mechanisms widely used to prevent spam on 

most websites is CAPTCHA (Completely Automatic Public 

Turing Test to Tell Computer and Human Apart). 

Most web applications use the CAPTCHA as a mechanism 

to ensure that the user solving the questions is a human being 

and not a software robot or a computer program [2]. The 

main objective of the CAPTCHA is to prevent illegitimate 

automated form submissions. The common CAPTCHAs are 

visually-based methods where the user receives an image 

that has distorted text that the user is asked to decipher. This 

task might be accessible for sighted users where they can see 

the letters through the distortion. However, people with no or 

low vision are unable to interpret the distorted text as they 

cannot see the provided image, nor can the screen reader 

discern the twisted text. Thus, due to the use of CAPTCHAs 

as protective measures, blind people are blocked from having 

access to certain online resources. To overcome these 

difficulties, blind and visually impaired people usually ask 

for assistance from their friends to solve CAPTCHAs and 

access the applications, which raises a serious privacy issue.    

Researchers have proposed audio CAPTCHAs as an 

alternative method for this population [3][4]. In the audio 

CAPTCHA, a sound clip of the twisted text is provided and 

the user must type the spoken text in the specified box. To 

prevent an attack using speech recognition software, the 

CAPTCHA may utilize background noise or multiple voices. 

Despite these improvements, the audio CAPTCHA is still 

not very accessible to blind people [4][5][6]. One reason for 

this barrier is that blind users must concentrate carefully 

while the audio is played to identify or memorize the 

content, which is a difficult task especially if the text or 

numerical sequence is lengthy. The second reason is that 

they also need to visually locate where they must enter the 

CAPTCHA answer, which can also be a difficult task, 

especially while focusing on what they are hearing. Another 

reason is that keyboard strokes are used to navigate through 

web page contents: these keyboard strokes are read at the 

same time as the audio CAPTCHA is being spoken, thus 

causing audio interference [4][7][8]. Therefore, the rate of 

audio challenges that are successfully completed by blind 

people is less than 50% [4]. This rate shows that the audio 

CAPTCHA is still not accessible for this population. The 

usability challenges that blind people have faced while 

solving CAPTCHAs indicate a serious need to develop a 

new method that meets blind people’s abilities and security 

concerns.   

We decided to tackle this issue because it is a problem that 

affects a very significant percentage of our population. As 

previously mentioned, the number of people with no or low 

vision could increase over the coming years [1]; therefore, it 

is essential to create usable and accessible CAPTCHAs for 

web applications on smartphone devices to help this 

population increase their independence. The primary 

objective of this research is the development of a new form 

of audio CAPTCHA to enable visually impaired users to 
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efficiently solve CAPTCHAs by designing the CAPTCHA 

interface based on blind users’ abilities. It aims to address 

the main issue confronting visually impaired users while 

solving visual and textual CAPTCHAs. In doing so, it should 

ultimately improve the accessibility and usability of 

CAPTCHA for people with vision impairment.  

This research proposes and evaluates the HearAct 

CAPTCHA method, a novel mechanism designed for blind 

users. The CAPTCHA is an audio clip in which the user 

must identify the sound-maker, then identify whether the 

name of the sound-maker contains a particular letter, also 

identified auditorily. If the word has the letter, users should 

tap. If the word does not have the letter, users should swipe 

right. Users can swipe down to change or update the given 

challenge task to another. For example, a user would receive 

a challenge such as “does the sound-maker end with letter 

‘z’?”. The user will analyze the sound-maker letters that 

describe the sound. If the word ends with letter z, the user 

should tap if not the user should swipe right.     

The user must do four challenge tasks to gain access to the 

desired web application in a limited time frame. Using 

gestures including tapping and swiping to solve the 

CAPTCHA permits users to easily and quickly complete the 

tasks. They can also complete the tasks with fewer errors as 

they can act immediately after hearing the sound.  

I also conducted a preliminary comparative evaluation study 

between HearAct CAPTCHA and the traditional audio 

CAPTCHA. The main goal of the study is to evaluate the 

accessibility and usability of the prototype. The results show 

that blind users were generally satisfied with the new 

CAPTCHA form and could utilize it efficiently. The results 

suggest also the potential of combined audio/visual-based 

CAPTCHAs for improving accessibility and security design 

for all users. The initial result that all users can successfully 

solve the CAPTCHA at least 95% of the time also shows that 

the HearAct is a very promising approach. 
 

2. Related Work  
 

The significant security challenges that face blind users 

while browsing the internet is solving CAPTCHAs because 

most existing CAPTCHAs are not accessible and the input 

methods to solve CAPTCHAs often require outside 

assistance [2][3]. Several CAPTCHA approaches have been 

proposed to enhance the usability of security protection 

mechanisms. There are four fundamental types of 

CAPTCHAs including text-based schemes, image-based 

schemes, video-based schemes and audio-based schemes [9]. 

However, all types have difficulties for people with no or 

low vision. In the following section, a variety of CAPTCHA 

mechanisms are discussed in relation to whether they match 

blind people abilities.  

Text-based CAPTCHA is the most widely used mechanism 

in websites. The text-based CAPTCHA presents twisted text 

where users must identify the text and type it in the text box. 

Twisted texts are recognizable by human beings, but 

unrecognizable by pattern recognition programs because 

available recognition methods are not able to filter twisted 

texts [4][5][10][11][12][13]. Most well-known web sites like 

Google, Yahoo and Microsoft use the text-based CAPTCHA 

as the main security method to allow users to proceed to 

websites. However, the text-based CAPTCHA is not 

accessible for blind and visually impaired users.  

Image-based approach presents a set of images and asks 

users to type the common word associated with the images to 

access a website [2][14]. The images are distorted to prevent 

image recognition algorithms from recognizing the challenge 

tasks. This approach is a recognition-based technique. 

Another type of image-based CAPTCHA relies on an 

anomaly-based technique. This type shows a sequence of 

images and asks users to find the anomalous image (the 

anomaly CAPTCHA). Recent image-based CAPTCHAs 

require users to select images out of a group of pictures. The 

image-based CAPTCHAs are not accessible for the blind or 

visually impaired population because they require visual 

perception for the challenge task which this population is 

unable to perform.  

Unfortunately, the existing text-based and image-based 

CAPTCHAs prevent blind and visually impaired users from 

proceeding to websites because the screen reader 

accessibility software is not able to detect and filter the 

distorted texts and images [15]. Therefore, software 

developers proposed audio CAPTCHAs as accessible 

mechanisms for blind and visually impaired users.  

The video-based mechanism is a CAPTCHA that uses 

motion video to differentiate between human users and 

automated access by bots. The video CAPTCHA is very 

complicated for software to detect or attack, but simple for 

humans to understand.  An example of this type of 

CAPTCHA is NuCaptcha. No user studies have been 

conducted to examine the accessibility of the video-based 

CAPTCHA for people with no vision [16]. 

Audio-based schemes (or sound schemes) play a spoken text 

and the user must type the letters or numbers in a text box. 

The user must carefully listen to a garbled voice and identify 

the numbers or characters that are being spoken 

[17][18][19][20]. The audio CAPTCHA is mainly based on 

the limitations of speech recognition software, especially the 

difficulty in filtering background noise from spoken sound. 

Though spoken texts are recognizable by humans as well as 

speech recognition software, developers add heavy 

background noise to make it more difficult for bots to 

recognize. As known, audio CAPTCHAs were developed 

essentially to assist people with low or no vision in solving 

CAPTCHA instead of recognizing the visual CAPTCHAs, 

but the improvement in security by increasing the volume 

and adding multiple sounds decreases the usability for 

human users. Several studies found that audio CAPTCHAs 

pose more challenges for blind users as they are very 

difficult to solve and time consuming since blind users need 

to listen intently to the audio challenge [4]. Another 

limitation associated with audio-based methods is that the 

audio interference plays alongside both the audio challenge 

and the screen reader software.  

There are a few researches on audio CAPTCHAs and their 

accessibility and usability for people with vision 

impairments, which means that the issue of security for 

individuals with visual impairment has received little 

attention [8]. A small usability study with six blind users and 

five sighted users was conducted by Sauer et al. to examine 

the ReCAPTCHA audio method [17]. The study highlighted 

the serious security and usability issue facing blind users on 

websites is how to solve CAPTCHA. The results also 

indicated that blind users were only able to correctly solve 

46% of audio ReCAPTCHA challenge tasks and that they 

spend an average of 65.64 seconds to successfully solve each 

attempt.  
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Another user study conducted by Bigham et al. (2009) 

examined the existing audio CAPTCHAs to determine the 

main usability concerns [4]. The study was conducted with 

89 blind users and evaluated 10 different audio CAPTCHAs. 

In this study, only 43% of the first attempts to solve the 

audio CAPTCHA were correct.  

Other researchers proposed semantic audio, which requires 

users to solve the CAPTCHA by suggesting a title for a 

given sound [21][22]. Ximenes et al. developed a 

CAPTCHA method using “Knock Knock Jokes” by making 

puns on words that are presented on CAPTCHA question 

[23]. In addition, a researcher used “Phonemic Restoration” 

concept by distorting sounds using white noise [24]. 

In 2017, the HuMan CAPTCHA mechanism developed by 

Kuppusamy and Aghila, which is semantic in nature and 

includes a preemption feature that allows users to stop the 

CAPTCHA challenge audio as soon as the solution is 

recognized [25]. It also incorporates personalization into the 

CAPTCHA by enabling users to answer CAPTCHA 

challenges that interest them. Here, users are expected to 

approach solving the challenges through interest rather than 

considering it an encumbrance. In addition, users can stop 

the audio task as soon as the answer is recognized. The 

outcome of the user study shows that the success rate is 

92.46% and score of system usability scale is 82.44% for 

visually impaired users and 82.63% for sighted users.  

In a recent study, Davidson and Renaud (2014) developed 

jCAPTCHA, which is an audio CAPTCHA that uses words 

as text out of their original contexts [26]. They made 

grammatical noise around the words by using words out of 

context to fool language-based software. Therefore, there is 

no need to add background noise over the spoken 

CAPTCHA. The grammatical noise works as an alternative 

to the background noise. The jCAPTCHA was tested by 169 

screen reader users and 3 sighted users and the result 

reported that the success rate for visually impaired users is 

83.78% and the average time to solve the CAPTCHA by 

visually impaired users is 31.46 seconds.   

In addition, WebVisum is a tool developed to improve blind 

people’s web experiences while solving CAPTCHAs for the 

FireFox web browser. It is a web browser add-on feature that 

automatically solves CAPTCHAs on the browser. The main 

advantage of this feature is that blind users do not need a 

help from a third-party person to access online sources. 

However, this feature does not consider malicious purposes, 

thus it does not meet security requirements for websites [27]. 

No evaluation study has been conducted to examine the 

effectiveness of WebVisum against current CAPTCHAs. 

Yet, Sauer et al. (2010) stated that blind people reported in 

their evaluation study of WebVisum that they did not find its 

feature very useful or helpful for solving CAPTCHAs [28].  

There is also a variety of audio CAPTCHA solutions for 

blind users that do not rely on typing the answer or providing 

textual input in the second phase. For example, Shirali-

Shahreza et al. developed the HearSay CAPTCHA 

mechanism which provides audio of a voice saying words, 

and the user should say the heard word [6]. The evaluation 

study reported that the success rate of the HearSay model is 

83% [6]. Another audio CAPTCHA example is called 

SoundRight, developed by [29]. The SoundRight CAPTCHA 

used a sequence of 10 audio clips of objects or animal 

sounds and then the user is required to detect each time a 

given sound occurs and must indicate they heard the sound 

by pressing a key. SoundRight is a real-time audio-based 

challenge that gives users a limited time frame in which to 

answer. For example, if the challenge task is a bell sound, 

users are asked to identify each time they hear the bell sound 

before the time runs out. The evaluation study with 20 blind 

users indicates that the SoundsRight CAPTCHA is easy to 

use, and the success rate is reported as 95%. To make it more 

secure, Olalere et al. improved the SoundsRight CAPTCHA 

by adding background noise and the user study shows that 

blind users could solve the CAPTCHA challenges better than 

sighted users [30].   

Another interesting CAPTCHA method uses multimodal 

challenge tasks by using images with corresponding audio 

clips to permit easy access for both blind and sighted people 

[31]. To solve the task, users view the image and/or listen to 

the corresponding audio clip, and then select the concept 

from a list of options that are organized in a drop-down 

menu. For example, a picture of a lion might be accompanied 

by a recording of a lion’s roar. The preliminary study 

showed that this approach is valuable for people with no 

vision with the support of screen reader software [28][32].  

Sauer, Holman, and Lazar (2010) developed the HIPUU 

(Human Interaction Proof, Universally Usable) method as an 

improvement on Holman et al.’s (2007) prototype [28][55]. 

It uses images with corresponding audio clips to show tasks. 

In this method, users can either view the picture and/or listen 

to the corresponding audio clip and then identify the content. 

This method also allows users to solve the CAPTCHA 

through two different input methods, which are either menu-

based or text-based inputs. The evaluation study was 

conducted with both blind and sighted users and found that 

the success rate of solving this CAPTCHA is approximately 

90% [29]. This result also highlighted that the input 

strategies, such as menu-based or text-based inputs, would 

improve the accessibility of the HIPUU. However, it might 

consume time when blind users listen to the menu elements.     

To improve the robustness of security, Sauer Lazar and 

Hochheiser (2010) improved the HIPUU CAPTCHA by 

increasing the number of challenge tasks [28]. Users are 

required to solve three or four challenges on the same web 

page. Users can solve the challenges using either the drop-

down menu or free text entry. The evaluation study reported 

that the success rate of completing the CAPTCHA tasks by 

blind and sighted users is 90%. The study also found that 

users spend a shorter time to solve the improved CAPTCHA 

than text-based and audio-based methods [28]. However, 

blind users need to listen to all options that are available in 

the dropdown menu, which is time consuming. If blind users 

choose to answer the challenge using text-based input, 

spelling errors are the main concern. It also requires users to 

do several tasks to solve a CAPTCHA challenge.     

Although several research projects have been proposed to 

improve the usability of CAPTCHA for both blind and 

sighted users, security concerns are the main factor that 

developers need to meet while developing a solution 

[10][33][34][35][36].  

Most of the existing CAPTCHAs prevent both blind and 

sighted users from accessing protected sites due to the use of 

distortion techniques by adding background noise or 

distortion to images make the CAPTCHAs more secure, but 

they make CAPTCHA tasks very hard for users to solve 

especially in noisy environments. Furthermore, most of the 

proposed research is concerned with how users can identify a 

given challenge, but few studies provide ways for users to 

solve CAPTCHAs, which are still not accessible and usable 
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for people with no vision on smartphone devices. This 

difficulty highlights the importance of providing an 

accessible solution to differentiate between humans and 

computers. However, CAPTCHAs do not have to be limited 

to existing approaches. Researchers can develop any method 

that users with disabilities can perform and computers cannot 

do. Thus, the main goal of the research is to provide 

accessible way for blind users on smartphone devices that 

can be solved with less steps using gestures.  

Solving existing CAPTCHA requires two interaction phases, 

which are the challenge tasks that is presented to users and 

the typing phase when users enter their answers to the 

challenge tasks. The text- and image-based CAPTCHA 

methods are similar in the first and second phase where they 

display the challenge task through text or image and require 

users to answer the challenges through typing. The audio-

based method is different in only the first phase where it 

enables users to listen to the given tasks, which might be 

easier for blind users to recognize, and the second phase is 

similar to other methods. The HearAct technique is different 

from the previous methods in both the first and second 

phases because it allows users to listen to the provided sound 

and identify it; additionally, they can solve the challenge 

tasks using gestures in the second phase. The proposed 

HearAct model incorporates preemption features allowing 

users to stop the audio clips as soon as they identify the 

sound maker, this feature will shorten the time spent to solve 

the challenges.  
 

3. Design of HearAct CAPTCHA  
 

Researchers have proposed CAPTCHA methods that are 

audio-based, where users are required to listen to a voice 

with background noise and then identify and type the 

numbers or words that are read. The HearAct steps  

1. ask users to listen to the sound that an 

associated thing makes 

2. identify what the sound-maker is called   

3. listen to a letter and determine whether the word has the 

stated letter or not 

a. if the word contains the stated letter, users can tap  

b. if the word does not have the stated letter, users can 

swipe 

4. repeat these steps four times  

For example, users are required to tap if the word of the 

given sound has the letter ‘a’, then users will listen to an 

audio recording of a cat sound “meow,” and then users are 

required to identify what or whom makes the given sound. 

Users will recognize that the sound belongs to a cat then they 

will check if the word ‘cat’ has the letter ‘a’ and then they 

tap. The application will then move to the following 

challenge task.   

However, multiple words might be used to describe the same 

sound maker: such as car and vehicle; cat and kitten; dog and 

puppy, thus I used an algorithm in the implementation that 

provides questions lead to the same answers for multiple 

words that describe a sound maker.  For example: a user 

listens to dog or puppy sound, the user will receive a 

question like that does the sound maker has letter x? The 

answer will be no for both words “dog” or “puppy”. This 

algorithm will prevent a confusing issue for the users.  

The proposed approach is different from existing methods in 

both the identification and solving phases. In the first phase, 

the challenge task requires users to identify a word 

associated with the sound-maker. Then, users are asked to 

determine if the word (the sound-maker) contains a particular 

letter.  In the second phase, users can use accessible gestures 

to solve the CAPTCHA task instead of typing the answer. 

The used gestures are tap and swipe, which are the most 

accessible gestures for blind people [37] [38][39].  

The main differences in this approach from the previous 

audio CAPTCHA methods is that the input method in the 

HearAct technique is based on gestures and no typing task is 

required. To make the CAPTCHA very complicated for 

recognition software to decide and easy for humans to solve, 

users are required to perform a simple cognitive task when 

they analyze the spelling of a word and then they can tap or 

swipe.  

    3.1  Selection of Audio Sounds  

The researcher collects a set of sounds that are commonly 

known and recognizable for general users without being 

easily confused with other sounds. The main sounds used in 

the HearAct method are animal sounds, door closing sounds, 

train sounds and piano sounds. Most of the audio sounds 

were extracted from the SoundJay website [40]. 

To implement this CAPTCHA, I used 20 audio sounds in 

the sound library for the initial prototype, but it can be 

increased easily. I used 20 files just for the initial prototype. 

The list of the sounds is used in the implemented CAPTCHA 

is common.   

    3.2  CAPTCHA task complexity 

The main objective of the HearAct CAPTCHA is to make 

the CAPTCHA useable and accessible for people with no or 

low vision. In HearAct, users are required to solve four 

CAPTCHA tasks. The main reason for asking users to 

recognize and analyze four tasks is to increase the 

complexity of the CAPTCHA. Graig et al. stated that 

increasing CAPTCHA task complexity will make a 

CAPTCHA more secure and resilient against threats [41].  

To make the text-based and image-based CAPTCHA more 

secure, developers use a set of ways including different 

characters’ size, width, location [42]. HearAct follows the 

same theory by requiring users to solve four tasks to enhance 

its security and make it more resilient against attacks. 

Although asking users to perform a set of tasks will improve 

the CAPTCHA security level, it will also increase the 

cognitive load and require users to spend more time 

completing the tasks.  

    3.3  Implementation of HearAct 

The prototype tool developed is a web-based technique. It 

was implemented on an android platform and uses simple 

interfaces. I chose to build the HearAct concept on an 

android platform that works on Google’s operating system 

for several reasons, which are the android platform is open 

source and it enables developers to develop several functions 

without any barriers. However, this concept can be 

implemented in any other platform versions, such as iOS, 

Android, and Windows phones.  

The first interface requires users to enter the first name and 

the second interface requires users to enter the second name 

and third interface asks the challenge question and requires 

users to answer by tapping or swiping right. Users can move 

between interfaces by swiping down. Users receive the 

sound of an object and are required to recognize the word 

that describes the sound maker. For example, users receive a 

CAPTCHA question like “Check if the letter ‘O’ exists in the 
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word of the sound-maker?”. After that, users hear a car 

sound and are required to check whether the word ‘car’ 

contains the letter ‘o’, so their reaction will be to swipe to the 

right. If the word has the letter ‘o’, users can tap and then the 

CAPTCHA tool will automatically move to the next task 

until users perform four tasks (four with the same 

procedures.  

In the implemented tool, a set of sounds were used and a 

group questions were created and are stored in an array list 

and are presented randomly to the user (as shown in Figure 

1). That means the same sound may be used multiple times 

in the same test with different questions. Examples of 

CAPTCHA questions are as follow.  

Does the sound maker have letter ‘a’? 

Does the sound maker start with letter ‘b’? 

Does the sound maker end with letter ‘c’? 

Does the sound maker word contain two letters ‘d’? 
 

 
Figure 1. An Example of HearAct Challenge 

 

 
Figure 2. An Example of an error alert in HearAct Challenge 

Figure 1 shows an example of task in HearAct CAPTCHA, 

where users hear a telephone sound and should analyze the 

spelling of “Telephone”, then tap because the word 

“telephone” contains the letter “h”. If users enter a wrong 

answer, the CAPTCHA will read out “please try again” and 

users will receive another four tasks (as shown in Figure 2). 

Then, the application immediately presents another question.   

The audio files that have been used during the 

implementation  

of the proposed HearAct CAPTCHA have the following 

features:  

- They were taken from the Sound Jay website [40].  

- No background noise has been added to the audio files 

- They have equal duration, which is 3 seconds 

- Each time a CAPTCHA question is produced, the 

application randomly selects the audio file  
 

A list of audio clips was used to implement the HearAct 

CAPTCHA method. Examples of used sounds in the 

application hair dryer, train, rain, clock, fire alarm, bell, 

camera, wind, bus, and horse sounds.  

To improve the accessibility of the mechanism, the presented 

CAPTCHA questions are read out by text to speech (TTS) 

method. This method allows blind and visually impaired 

people interact easily with the CAPTCHA interface.  

    3.4  HearAct Security  

Software developers need to take into account at least three 

factors while designing a CAPTCHA solution: distortion 

levels, challenge type, and size. Most blind users found it 

extremely difficult to solve a CAPTCHA after a high level of 

background noise or distortion. Thus, in the HearAct 

CAPTCHA, challenge type and size are the main factors that 

have been used to make the solution secure and accessible. 

Users need to solve four questions under each challenge and 

if users failed to solve one question, they will receive a new 

CAPTCHA challenge, making it very difficult and costly for 

an automated bot to attack. In addition, humans can identify 

the sound-maker in a short time; adding a time frame while 

solving CAPTCHA is another feature that enhances the 

HearAct security level.  

    3.5  Advantages of HearAct  

Easy to use because it is based on gestures (tap and swipe) 

which most users can easily perform. Simple, users are not 

required to have any experience to solve the CAPTCHA 

task. Fast, users can act immediately after recognizing the 

sound without any requirement to type in the answer. Blind 

users spend a lot of time completing typing tasks [39]. 

Gestures are the most accessible way for blind users to 

interact with smartphone applications. Another reason 

HearAct is quicker than other CAPTCHA methods are that 

the CAPTCHA question is announced before the audio clips 

are played so it is not necessary to listen to the whole 

CAPTCHA audio while trying to identify who or what is the 

sound maker. Once users identify the sound maker and 

analyze the existence of the target letter, they can answer the 

CAPTCHA and move on to the remaining tasks. Users can 

pass the remaining parts of the CAPTCHA, as soon as the 

answer is identified.  
 

4. User Study  
 

A comparative evaluation study was conducted to evaluate 

the usability and preferences of the proposed HearAct 

CAPTCHA and the audio CAPTCHA on smartphone 

devices. The audio ReCAPTCHA was chosen because it is a 

common CAPTCHA mechanism used to access online 

sources.  I also wanted to identify the accessibility barriers 

that users might face while solving CAPTCHA tasks. The 

evaluation study has been approved by Taif University.  
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    4.1  Participants 

I collected participants’ demographic information including 

age, gender, educational level, and the time they spend using 

the internet. The HearAct CAPTCHA was evaluted with 13 

blind users, all 13 participants were female. The age range of 

blind participants was between 22 and 32 years old. Two of 

the participants graduated from Taif University and 11 of the 

participants are students at Taif University and regularly surf 

the web and use smartphones between 3 – 6 hours (as shown 

in Table 1). All of the participants usually surfed the web on 

their smartphone devices with the support of Voice Over 

service. I recruited participants through the Taif University 

accessibility center.  
 

Table 1. Participant demographic data 

Participants Age Major 

P1 32 English 

P2 22 Law 

P3 23 History 

P4 22 Religion 

P5 24 Religion 

P6 22 Law 

P7 25 Arabic 

P8 23 Law 

P9 25 Law 

P10 23 Religion 

P11 22 History 

P12 27 Law 

P13 27 Law 
 

The comparative study conducted with 13 blind students. 

The number of participants is few. Even though the number 

of blind students at Taif university is high, but they did not 

participate in other activities at the university. However, 

researchers have highlighted that having five participants in a 

study is sufficient sample size to determine most of usability 

concerns related to an application [43]. Another researcher 

stated that nine participants are capable to expose 95% of the 

usability problems [44]. Thus, I believe that 13 participants 

are sufficient to expose the usability of the CAPTCHA 

method and identify its strengths and weaknesses.   

    4.2  Study Design 

The comparative study used a within-subjects design in 

which participants used both HearAct CAPTCHA and audio 

CAPTCHA methods. The order of CAPTCHA mechanisms 

alternated between participants. The experiment required 

each participant to solve three CAPTCHA challenges for 

each method. The CAPTCHA challenges were presented 

randomly to participants.  

The core objective of this study was to examine and compare 

the usability of the CAPTCHA methods in term of 

completion time, success rate, type of errors and System 

Usability Scale (SUS) scores as well as determine the 

limitations and strengths of the differing CAPTCHA 

methods by answering the following questions: 

a. What is the success rate of the HearAct CAPTCHA and 

audio CAPTCHA? 

b. What is the solving time (completion time) of HearAct 

CAPTCHA and audio CAPTCHA? 

c. Which is easier: solving the CAPTCHA by gestures or by 

typing the text in the specified position? Which is faster: 

solving by gestures or typing? 

d. Was it easy to understand the CAPTCHA questions for 

HearAct CAPTCHA  and audio CAPTCHA?  

e. What are the strengths and limitations of the two 

CAPTCHA methods? 

    4.3  Study Procedures 

The evaluation study was conducted at Taif University to 

examine and compare the proposed HearAct CAPTCHA 

with audio CAPTCHA mechanism. The order of CAPTCHA 

mechanisms was alternatively tested across participants. The 

evaluation study involved five sessions, which are a pre-test 

questionnaire, a training session, a test session, usability 

questionnaire, and an interview session about the usability of 

CAPTCHA method and strengths and limitations associated 

with CAPTCHA mechanisms. Blind participants held the 

phone the way they wanted. All participants completed five 

sessions; all five sessions took approximately one hour. 

The evaluation study goals and procedures were discussed 

with participants at the beginning of the study. After that, the 

participants signed the consent form. In the pre-

questionnaire, I collected participants’ demographic data 

including age, educational level and the time length that they 

spend surfing the Internet. In the training session, I explained 

the concept of CAPTCHA methods and demonstrated how 

they work. Then, users were guided when solving a 

CAPTCHA challenge to familiarize themselves with the 

CAPTCHA techniques. The training session took 10 

minutes.  

In the test session, participants were required to solve five 

CAPTCHA challenges independently and the challenges 

were presented randomly. The test session took 20 to 30 

minutes to complete. In the test session, participants listened 

to the CAPTCHA question, then they solved the CAPTCHA 

challenge. Then, they immediately started solving another 

CAPTCHA challenge until they completed five questions. 

Participants were asked to perform these steps five times in 

order for us to clearly understand users’ solving behaviors. 

The task performance of each participants including time and 

interactions with touchscreen were video recorded in order to 

assess completion time, success rate and error types 

respectively. The records helped researchers determining 

where the participants faced problems while solving the 

CAPTCHA questions. The video recording was also used to 

determine where users faced difficulties when listening and 

answering the CAPTCHA challenges. All collected data was 

analyzed as a part of this study.   

After the participants completed a CAPTCHA task, they 

completed a usability questionnaire following System 

Usability Study (SUS) survey [45][46] using Likert-scale 

responses where the score 5 indicates ‘Strongly Agree’ and 0 

indicates ‘Strongly Disagree’ to measure participants’ 

satisfaction. The usability questionnaire took 10 minutes.  

At the end of the study, participants answered an interview 

regarding the usability, the strengths and limitations of the 

CAPTCHA method as well as any suggestions for 

improvements. Then, participants completed the same tasks 

for the second CAPTCHA mechanism. At the end of the 

study, participants were asked about which CAPTCHA 

method they preferred and the reasons for their preferences.  
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    4.4  Apparatus  

To examine the HearAct CAPTCHA and audio CAPTCHA 

mechanisms, I implemeneted the HearAct applicatin on an 

alcatel mobile phone device, which is running an android 

platform version 8.1.0. The implemented HearAct 

application allowed users to hear the CAPTCHA questions 

as it implemented Text-to-speech function. Then, users 

solved the questions by using gestures, such as tapping or 

swipping to the right. In addition, Users were allowed to 

wear earphone while solving the CAPTCHA challenges.  

For the audio CAPTCHA, I used the character recognition 

CAPTCHA script that was provided from phpcaptcha.org 

website and can be integrated into any website (as shown in 

Figure 3) [48].  
 

 
Figure 3. Traditional audio CAPTCHA method  

 

I used a screen recorder application that recorded task 

performance while using the CAPTCHA. It also recorded the 

entire time of listening to the sound, listening to the question 

about the sound maker, and entering the gesture answer for 

all 4 questions. The main purpose of calculating the 

differences between the end and the start times is to record 

the completion time of solving the CAPTCHA challenges. In 

addition, the recorded clips enabled researcher to understand 

the challenges that users faced while understanding and 

answering the CAPTCHA tasks. I used also a camera to 

record the users while solving the CAPTCHA challenges to 

fully understand users’ behaviours when using the 

application.  
 

5. Result 

    5.1  Success Rate  

The success rate is determined when a user solves all 4 

questions under one CAPTCHA challenge correctly. 

However, the failure rate is determined once the user answer 

one question incorrectly and he/she receive alert message 

saying “Try again”. Then, the user starts again with four new 

questions.   

The HearAct CAPTCHA method was more accurate and has 

a high success rate than audio CAPTCHA. The success rate 

for the HearAct is 82.05% and 43.58% for the audio 

CAPTCHA. On the other hand, the failure rate for the 

HearAct is 17.94% and 56.41% for the audio CAPTCHA (as 

shown in Figure 4).   

Most participants solved the HearAct CAPTCHA challenges 

correctly from the first attempt. However, some participants 

made errors while solving the HearAct tasks during one of 

the three attempts. The main two reasons behind the occurred 

errors are that some users are not able to recognize the sound 

maker (they might be not familiar with the sound). The 

second reason is that they do not know the spelling of the 

sound maker word.  
 

 
Figure 4. Success rate and error rate for both CAPTCHAs 

 

Regarding the audio CAPTCHA, the error rate was very 

high, it was higher than the success rate for most 

participants. This indicates that audio CAPTCHA tasks 

including listing and memorizing characters are still difficult 

to be resolved completely and independently by blind users.  

The study shows the causes of these errors: the background 

noise makes it very difficult to identify the CAPTCHA 

letters and numbers. Participants were required to memorize 

the given CAPTCHA and then insert it in the answer field. If 

participants missed one digit and inserted the CAPTCHA 

text wrong, they would not be able to access the resource. 

Some participants were looking for the position of the 

answer and they accidently pressed the unwanted button. In 

short, memorizing a set of letters and numbers requires a lot 

of cognitive effort for this population as they cannot see the 

digits while typing the answer to the CAPTCHA challenge. 

Another point is that locating a specific object on a touch 

screen is a difficult task and usually visually impaired users 

move their fingers until they find the wanted object. The 

most important cause of error is that the limitations of a 

QWERTY keyboard for blind users; blind users need to 

locate the letter on the keyboard with the support of the voice 

over service and then double tap to insert it. This process 

may cause users to double tap on the nearest key and cause 

an error.  

    5.2  Completion Time 

The completion time was calculated as the time interval 

between the reading out of the CAPTCHA question and the 

submission of a correct answer. The task completion time 

includes the entire time of listening to the sound, listening to 

the question about the sound maker, and entering the gesture 

answer for all 4 questions included in the same CAPTCHA 

test. The completion time was measured in seconds for both 

CAPTCHA mechanisms. After that the average time was 

measured for both mechanisms. Table 2 shows the average 

time each participant spent solving a CAPTCHA challenge. 

The result shows that participants spent more time solving 

the traditional audio CAPTCHA than the HearAct 

CAPTCHA. This was due to the extra time participants 

needed to spend listening and memorizing the audio clip 

alphabetical or numerical sequences. Then, participants 

needed extra time to type the CAPTCHA response in the 

specified location. 
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Table 2. The average time for HearAct and audio 

CAPTCHA to solve three CAPTCHAs for each participant 

Survey questions 
HearAct 

CAPTCHA 

Audio 

CAPTCHA 

1. I think that I would like to use 
this system frequently. 

3.6923 1 

2. I found the system unnecessarily 

complex. 
3.3076 1.5384 

3. I thought the system was easy to 

use. 
3.6154 0.9231 

4. I think that I would need the 
support of a technical person to be 

able to use this system. 

3.5385 0.4615 

5. I found the various functions in 
this system were well integrated. 

3.8462 3.3846 

6. I thought there was too much 

inconsistency in this system. 
3.3077 3.3076 

7. I would imagine that most 

people would learn to use this 

system very quickly. 

3.6154 3.3846 

8. I found the system very 

cumbersome to use. 
3.3846 3.2307 

9. I felt very confident using the 
system. 

3.0769 0.7692 

10. I needed to learn a lot of things 

before I could get going with this 
system. 

3.8462 2.8461 

 

The average time that users spent solving a HearACT 

CAPTCHAs is 55.35 seconds seconds (as shown in Figure 

5). Each HearAct CAPTCHA has four questions under one 

challenge to make it difficult for machine learning 

techniques to attack. The maximum time they spent 

answering one HearAct CAPTCHA is 95 seconds and the 

minimum time is 31 seconds. The longer task time was 

partly due to cognitive thinking about the spelling of words 

or due to listening to the whole audio clip.  
 

 
 Figure 5. Average completion time for CAPTCHAs 

 

Figure 5 shows the average time blind users spent solving the 

HearAct is 55.35 seconds and they spent 140 seconds solving 

the audio CAPTCHA (STD = 0.084). Participants spent long 

time solving audio CAPTCHA due to the need to listen to 

the audio clip several times in order to memorize it and the 

time spent to locate submit button. There were significant 

differences between the time users spent solving HearAct 

CAPTCHA versus the time they spent solving audio 

CAPTCHA (t-test= 0.0009). 

There was no significant improvement between the 

completion time of HearAct CAPTCHA in the first, second 

and third attempts. The average completion times are 58, 78 

and 75 seconds, for the three attempts respectively.  

Similarly, there was no significant difference between the 

completion time of audio CAPTCHA during the three 

attempts. The average completion times are 135, 119 and 

125 seconds, for the three attempts respectively.   

    5.3  System Usability Survey Result  

At the end of each CAPTCHA mechanism, participants were 

asked to orally answer system usability survey (SUS), which 

contains 10 questions used to measure system usability and 

learnability using subjective questionnaire [46]. Participants 

answered these questions based on a scale from 1 to 5. Table 

3 shows the result of SUS for HearAct CAPTCHA for all 

participants.  

Table 3: Result of system usability survey of HearAct and 

audio CAPTCHAs 

 

The SUS includes 5 positive points, which are used to 

maximize the answer value and 5 negative points to reduce 

the value. The result of the SUS questionnaire is calculated 

between 0-100. The SUS results for HearAct CAPTCHA 

method was 88.07 which indicates the HearAct CAPTCHA 

is very usable for blind users and meet their satisfaction. 

Unlike, the overall SUS results for audio CAPTCHA were 

calculated as 52.11, which highlights it requires serious 

attention to enhance the method usability. The usability was 

significantly higher for the HearAct CAPTCHA method 

compared to the audio CAPTCHA (paired t-test; p = 0.004, 

SD=1.14).   

Table 3 shows that most participants felt they were able to 

learn and understand both CAPTCHA techniques without a 

previous training. That is, most users were able to understand 

the concept of CAPTCHAs. However, how they solved the 

CAPTCHA challenges shows the difference. As shown in 

Table 3, most participants found audio CAPTCHA is not 

easy to use and they require an assistance to solve it. Unlike, 

HearAct CAPTCHA blind participants are willing to use it 

frequently and find it easy to use. This result might be due to 

the usage of gestures to solve the CAPTCHA challenges as 

they found solving CAPTCHA by gestures is more 

accessible than typing the answer using a QWERTY 

keyboard. overall, 9 questions out of 10 from the SUS for the 

HearAct is higher than audio CAPTCHA. HearAct and audio 

CAPTCHAs were a little bit similar in the score of the fifth 

and seventh questions. As a result, the usability of 

Participant 

number 

Average time for 

HearAct CAPTCHA 

Average time for 

audio CAPTCHA 

p1 48.33 Seconds 154 seconds 

p2 31.66 Seconds 91 seconds 

p3 38.33 Seconds 68 seconds 

p4 12.33 Seconds 191 seconds 

p5 70.33 Seconds 67 seconds 

p6 95.33 Seconds 88 seconds 

p7 60.66 Seconds 68 seconds 

p8 54.66 Seconds 194 seconds 

p9 60.33 Seconds 72 seconds 

p10 91.66 Seconds 196 seconds 

p11 58.33 Seconds 170 seconds 

p12 56.33 Seconds 89 seconds 

      p13 

p13 0.41333333 

 

0.41333333 

 

41.33 Seconds 200 seconds 



176 
International Journal of Communication Networks and Information Security (IJCNIS)                                         Vol. 12, No. 2, August 2020 

 

CAPTCHA method has a huge impact on the accuracy and 

completion time of solving the CAPTCHA challenges.   

     5.4 Interview result  

Elven participants reported that they have faced difficulties 

while solving CAPTCHA challenges. P7 stated that “solving 

CAPTCHA needs several attempts, I face difficulty in typing 

the text and finding its place.” P3 stated that “I could not 

distinguish the spoken letters from the background noise.” 

Some participants highlighted the limitation of supporting 

different languages in CAPTCHA mechanisms, and P12 

stated that “the sound was not clear enough and it is not 

available in other language for non-English speakers.” Eight 

participants reported that they could not access a website 

because of the CAPTCHA challenge. To overcome this 

obstacle, they choose to surf another website providing 

similar information or they ask friends for help to solve the 

CAPTCHA.   

Participants also highlighted the limitations of HearAct 

CAPTCHA: remembering the spelling of certain words, 

some sounds are unfamiliar, and that it only supports English 

Language. In addition, participants discussed the audio 

CAPTCHA limitations: users must memorize a list of 

random numbers or letters, difficulty of distinguishing the 

letters from the noisy background sounds, the use of a 

QWERTY keyboard, and requiring users to visually locate 

buttons. To improve the HearAct CAPTCHA, participants 

provided some suggestions for usability. They suggested 

developing the CAPTCHA mechanisms with different 

languages and building and integrating the mechanisms in 

different platforms.  

Participants also provided some suggestions to improve the 

audio CAPTCHA, which are providing shorter audio 

CAPTCHAs, reducing the background noise, and supporting 

different languages. P8 suggested for screen reader users that 

“when a user presses the read button, the program should 

wait for a minute or 30 seconds, then start reading the 

verification code, to avoid overlapping sounds.”  

    5.5  Types of Errors 

For HearAct CAPTCHA, the minimum number of steps to 

solve the challenge is four steps. For audio CAPTCHA, 10 

steps are needed to solve the CAPTCHA including (pressing 

audio icon, listening to spoken CAPTCHA characters, 

tapping on the input field, typing 6 characters, tap on submit 

button) [49].  

 Three type of errors participants made when they used the 

HearAct CAPTCHA include:  

1. they did not recognize the sound  

2. they did not know the word spelling  

3. the did not read the whole questions carefully 

however, errors in the audio CAPTCHA are associted with 

the diffciulty finding the location of audio icon, input field 

and submit button. As a result, sometimes they hit a wrong 

operation accessidently like updating button. The length of 

chaptcha is another causes of error and negatively affect the 

accuracy of the CAPTCHA [50][51][52]. Blind users need to 

memorize the set of characters and then type them, if the 

length of CAPTCHA is long, they might forget some 

characters when typing the response.  

    5.6  User Preferences  

At the end of the study, the researcher asked participants 

about their preferences and the reason behind them. All users 

reported highly satisfactory feedback regarding the new 

HearAct CAPTCHA mechanism. They found the HearAct 

method easy to use and very accessible. They also reported 

that using HearAct is preferable over the traditional audio-

based CAPTCHAs. None of the participants selected the 

audio CAPTCHA as their preference. Participant 9 reported 

that “I prefer the HearAct CATCHA because it relies on 

gestures and reduces the use of memory.” P13 stated that 

“using gestures is a powerful idea, makes HearAct 

CAPTCHA much easier to use and makes it faster.” 

6. Discussion  

The proposed HearAct CAPTCHA is significantly secure 

against machine learning attacks since users have to identify 

the sound maker and determine the existence of the target 

letter. It is very difficult for an automated application to 

complete this process and to then analyze the spelling of the 

word using machine learning methods.  

Regading the accuracy, the success rate of HearAct 

CAPTCHA is 82.05%, which is twice as much as the success 

rate of the traditional audio CAPTCHA 46% [10][32][41]. In 

term of effectivness, the completion time of the HearAct is 

55.35 seconds quicker than the traditional audio CAPTCHA 

as evidenced by the fact that the average time participants 

spent solving audio CAPTCHA is 65.64 seconds [10]. A 

reason behinds spending long time solving audio CAPTCHA 

is repeating listening to the audio question in order to 

memorize all the digits. As Yamaguchi also found that 

Japanese users with visual impairments tried 10 times to 

solve an audio CAPTCHA, but no one passed the challenge 

[53][54].  

Another previpusly proposed CAPTCHA for visually 

impaired called HIPUU, its success rate 92.46%  and its 

completion time is 59.9 seconds [28]. The result of HIPUU 

study, which is conducted with native English participants is 

approxmatily similar to the result of HearACT CAPTCHA 

study where it is conducted with nonnnative English. As 

Bursztein et al. found that native English speakers solve 

audio CAPTCHA faster than non native speakers [34].  

This is due to the HearAct CAPTCHA mechanism which 

allows participants to solve the challenges using gestures. 

Gestures need less time to perform and are more accessible 

for users than typing. During the three attempts, the 

completion time was not significantly improved over time 

for either of the CAPTCHA mechanisms.  

The audio CAPTCHA took longer time to solve due to 

several reasons: Navigation  to CAPTCHA elements requires 

more time to do. Users need to locate the play audio button 

to run the audio, users need to carefully listen to the played 

audio and focus, repeating listening the audio question 

several times until users identify all CAPTCHA digits is time 

consuming, and users need to locate the location of the 

submit button. The most importantly reason is that when 

blind users type the answer of audio CAPTCHA, they spend 

a long time to type a text using a QWERTY keyboard. 

Anoother critcial reason that confuses blind users is 

interfering between the spoken CAPTCHA and VoiceOver 

output. Similarly, Aiswarya and Kuppusamy reported that 

the screen reader service has talk over the audio clip when 

users listen the CAPTCHA challenge [49].    

The results of SUS questionare show that blind users finds 

the HearAct CAPTCHA easy to learn and use at a rate of 

88.07% unlike the SUS rate of audio CAPTCHA was 

60.25% [50] and the HIPUU usability scale score was 
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82.44% for visually impaired users. The questionare 

indicated that the main problem blind users face when 

solving  audio CAPTCHA is typing the recognized letters. 

As researchers disccussed in detail the typing issues that 

blind usersface when typing on small touch screen device 

[39]. The finding is also supported by Jiang and Dogan 

results where they stated the completed time of CAPTCHA 

is affected by user familirity with typing on smartphone 

deives [50].   

We observed from the video recorder, participants pause 

before touching the screen when solving the HearAct 

CAPTCHA. This pause occurs due to participants were 

listening to question and spending time to undrstand it. This 

suggests that conducting a study with a native English 

speakers, which might have a better completion time.   

All participants preferred the HearAct CAPTCHA due to the 

accessibility of the input method and the limitation of 

barriers such as distortd text and background noise. The one 

weakness in this solution is that users need to know the 

spelling of the word that describes who or what is making 

the sound. However, there is a purpose for this cognitive 

task; bots need a significant amount of time to process all 

these tasks, and thus have no analysis advantage over human 

users.   

HearAct CAPTCHA uses natural sounds, which are difficult 

to guess by bots. Another reason makes the HearAct 

CAPTCHA secure is that the length of sound clips that is 

used in the CAPTCHA is fixed and known. It is currently 

about 12 seconds for all the 4 questions under one challenge. 

This means if the HearAct CAPTCHA system receives 

answer in in less than the incorrect period of time, it will be 

rejected. As a result, if bots repeatsound answering the 

HearAct CAPTCHA questions will be wasting of time.    

7. Conclusion 

This paper presents an accessible form of CAPTCHA for 

visually impaired users using gestures to solve CAPTCHA 

challenges as an alternative to traditional audio CAPTCHA. 

The study shows that the success rate of HearAct CAPTCHA 

is higher than audio CAPTCHA and the completion time is 

faster than audio CAPTCHA. It also shows that HearAct 

CAPTCHA is more preferable than traditional audio 

CAPTCHA. This is a breakthrough compared to traditional 

audio-based CAPTCHAs, which are not suitable for visually 

impaired users.  

 In the future, there are certainly chances for improvement to 

the HearAct CAPTCHA mechanism by addressing given 

recommendations and suggestions. I will also build the 

HearAct concept with multiple languages across different 

platforms and build it as a plugin that can be integrated into 

most web browsers, for example, Chrome, FireFox, Safari, 

and IE. Then, conducting a user study to find out the effect 

of language and culture on the user performance while 

solving the HearAct CAPTCHA.  

Planned further critical development of the HearAct 

prototype includes adding more audio clips to enhance the 

robustness of the website security to make it more resistant 

to hacking.  

To make the HearAct CAPTCHA accessible for all 

population including people with hearing impairment, I will 

improve the HearAct by presenting images related to the 

played sound to enable them solving the CAPTCHA 

challenge using their abilities. 

This study had some limitations including a small sample 

size, even though I believe 13 users cover the majority of 

usability and accessibility concerns of the prototype and 

determine its strengths and weaknesses. In addition, I will 

compare the proposed solution with other existing audio 

CAPTCHAs to measure the correlations between them.   
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