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Abstract: A novel technique for sampling clock recovery in a(TDMA), Adaptive TDMA, Carrier Sense Multiple Acces

wideband networking waveform of a software definedlio is
proposed. Sampling clock recovery is very importantvideband
networking radio operation as it directly affedie Medium Access
adaptive time slot switching rate. The proposed [Siay clock
recovery algorithm consists of three stages. In fil& stage,
Sampling Clock Offset (SCO) is estimated at chip llel the
second stage, the SCO estimates are post-filterechgmove the
tracking performance. We present a new post-filtermethod
namely Steady-State State-Space Recursive LeastreSquéth
Adaptive Memory (S4RLSWAM). For the third stage o€G
compensation, a feedforward Lagrange interpolatibased
algorithm is proposed. Real-time hardware resultsehbeen
presented to demonstrate the effectiveness of trepoped
algorithms and architecture for systems requirinighhdata
throughput. It is shown that both the proposed rittgms achieve
better performance as compared to existing algogth

Keywords: CDMA, Sampling Clock Offset, Estimation, FPGA,
SDR, Wideband waveform

1.

Present wireless communication transceivers basad
Software Defined Radio (SDR) technology have besgdu
primarily in high-end applications due to theiratale high
cost and power consumption [1]. Examples are vseele
military communication equipment and base
equipment for cellular mobile communications. ThHeRS
based networks of the future will have to supponvide
variety of data-intensive applications such as asitnal
awareness, biometrics, streaming video,
offering a high degree of mobility, security andvéuability.
Due to these requirements, the developments fofutuee
networks are moving toward wideband and digitainaig
based networking [2]. Wideband networking radio @favm
is developed to overcome the insufficient capazité the
conventional narrowband wireless channel, so thabvides
higher data transmission rate to support multimeaial
bulky data traffic.

Direct Sequence Spread Spectrum has been usea in
physical layer of wideband waveform. The purpos®ioéct

I ntroduction

station Incoming

IP datalewhi

(CSMA) etc.

Although Direct Sequence Spread Spectrum has the
advantages of security, low interference and Pd®yerctral
Density (PSD) [4], timing synchronization is one ftife
major concerns of such systems. The problem ofngmi
synchronization includes; (1) Estimation and Congagion
of time varying Sampling Clock Offset (SCO) causkst to
sampling clock inaccuracies and (2) Detection ef $itart of
burst for burst mode of transmission. Both theserafons
are very important in wideband networking radio regien
as they directly affect the adaptive time slot alhon in
Adaptive TDMA based Medium Access Control (MAC)
protocol. Figure 1 shows the flow graph of adaptiee slot
algorithm in wideband networking operation andrékation
with the timing synchronization.
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Figure 1. Adaptive time slot algorithm and its relation with
the timing synchronization (shaded block is thepscof this
paper)

The paper is organized as follows. Section 2 ptessme
research work related to the estimation of samptifagk
offset. Section 3 presents the system overview. grbblem
ifh formulated in section 4. The proposed samplifackc
recovery algorithm is presented in section 5. Satioih

Sequence Spread Spectrum scheme is to make thEagults and comparison of the proposed algorithth trie

networking radios work under noise floor withoufeating

existing techniques is given in section 6 followdy

primary license users in the used spectrum. WigeleBardware architecture in section 7. Finally, secti8
networks suffer from fading, low power transmissionconcludes the paper.

interference and interception. Direct Sequence &bre
Spectrum is well suited for these networks duetgoanti-
jamming, anti-interference and robustness againstipath
fading effects [3]. Multiple access in SDR-basedletiand
networks is provided by Time Division Multiple Ac®

2. Related Work

The first stage of timing synchronization is theaeery of
time varying sampling clock offset which is the pemf this
paper. The Sampling Clock Offset (SCO) is preser t
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the inherent inaccuracies of transmit and receimgestal Since different applications (e.g. Push To Talk TRT
oscillators. Due to thermal drift, this samplingoak position tracking, point-to-point calls, messadis,transfer,
frequency offset will also change slowly in timd.[B time video communication etc.) have different QualityS#rvice
domain-based sampling clock offset estimation an@oS) requirements. This varying QoS requirement is
correction algorithm is presented in [6]. This aljon is guaranteed by Adaptive TDMA (ATDMA). It provides
more specific to Orthogonal Frequency Divisioncertain end-to-end delay and reliability guarantetes
Multiplexing (OFDM) systems. A more generic lowdifferent applications according to their QOS reguient.
complexity algorithm for sampling clock offset eséition is However, there is also certain delay constraintrion-real-
proposed in [7]. Another algorithm for fractiondming time applications too, though not tightly boundeTreal-time
estimation using two samples per symbol is propasdé]. requirement is met in ATDMA based MAC protocol by
Both the algorithms proposed in [7] and [8] have twajor guaranteeing the allocation of slots within theagiebound,
limitations. Firstly, they are only valid for coast drift while reliability is ensured by allocating confliftee time
between the transmitter and receiver sampling slomikd slots. The sampling clock recovery algorithm is yver
secondly, they do not incorporate the multipathncleh important in wideband networking radio operation ias
effects while evaluating the estimator's performanén directly affects the adaptive time slot algorithmAdaptive
algorithm based on Sample Point Reordering (SPR) T@©MA based Medium Access Control (MAC) protocoldse
proposed in [9] but it assumes sampling clock ineacies of Figure 1).
up to only 12 ppm and the performance is affecfethe The physical layer of the wideband networking wawef
amount of frequency offset present in the receisigdal is based communication system is shown in Figure 2that
large. The algorithms given in [6]-[9] provide S@Stimate transmitter side, the data stream is first mappdguQP SK
only and do not explain the method of proper SC®ymbol mapping. Bursts of the symbols are formedahich
compensation for high data rate systems. specific training sequence (to be discussed lasemserted
To combat multipath fading effects, especially gstf prior to each data burst. After direct sequencesaging,
fading channels, many communication systems uset buupsampling and Root Raised Cosine (RRC) filterthg,data
mode of transmission [10]. The size of each bwselected is modulated with the carrier generated from theresmce
such that the channel behaves time invariant withi@ oscillator. After passing through channel, the dataceived
duration of each burst [11]. Consequently, timingda at the receiver's front-end. The crystal oscillatfr the
frequency synchronization, channel estimation, Bration receiving device generates Carrier Frequency OffSE0)
etc. are performed on each burst independentlysuch and Sampling Clock Offset (SCO). The next blockthis
systems, sampling clock offset needs to be traéae@ach scope of this paper which is SCO estimation &
burst independently. Moreover, in a multiuser gyste compensation. This stage is very important in ca$e
sampling clock offset mostly changes because afuiat Adaptive Time Division Multiple Access (ATDMA) siecit
switching of transmitting or receiving user. controls the time slot measurement switching rabe f
To overcome the limitations of the existing aldgomis Medium Access Control (see Figure 1). Next blockhs
mentioned above, a complete and robust samplingkclodetection of start of burst. After the detectioneaich valid
recovery algorithm for burst mode of transmissiam iburst, despreading operation is performed. The hidks
wideband networking radios has been proposed. Thecluding channel estimation, CFO estimation \&
proposed Sampling clock recovery algorithm consists compensation and RAKE receiver are not the scopiisf
three stages. In the first stage, Sampling Clodked{SCO) paper. However, efficient algorithms for these agfiens
is estimated at chip level. In the second stage, SO have also been proposed, implemented and testetheby
estimates are postfiltered to improve the trackinguthors. At the end, symbol demapping is perforned
performance. We present a new post-filtering metiaely retrieve the data.
Steady-State State-Space Recursive Least Squarts wi
Adaptive Memory (S4RLSWAM). For the third stage of4. Problem Formulation
SCO compensation, a feedforward Lagrange interipolat
based algorithm is proposed. The proposed algorithm
actually part of complete wideband waveform desigat has
been designed, implemented and tested on SDR iptatfo

The transmitted baseband wideband direct sequdgoal s
samples prior to upsampling and pulse shaping can b
expressed as

3. System Overview s(t) = Z g(m)7z(t — mT) 1)

In wideband SDR waveforms, multiuser support isallgu whereM is the number of symbols used for synchronization,
provided by Time Division Multiple Access (TDMA) dn g(m) andz(t) are them™ symbol and spreading waveform of
direct sequence spreading is used for securitygsermnly.
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Figure 2. Physical Layer block diagram of Wideband netwogkivaveform (shaded block is the scope of this paper

time spanT;, respectively. Symbol duration is denotedThy

such thafTs = GT,, whereG is the spreading gain afd is 5, Proposed Sampling Clock Recovery
the duration of one chip of spreading waveform. Ta¢a Algorithm

from each user is upsampled and filtered througtotRo

Raised Cosine (RRC) filter [12] with impulse respemgiven [N this section, the proposed algorithm for sanplatock

as recovery has been presented. A three stage cladveey
. algorithm has been proposed, including:
cos(@+ Ryt T, )+ sin((1- Rzt /T.) + Estimation of slowly varying time delay
ARt /T, » Post filtering of the time delay estimates
gr () =4R n\/{(l— @R « Clock offset compensation
5.1. Stage 1

2)
where R is the roll-off factor,T is the duration of each
sample. Let the upsampled and filtered signak(be After
passing through multipath fading channel, the difpraeach
burst of data is given as [13]

The first stage of the algorithm finds the estimafethe
slowly varying time delay(t) defined in (3). The received
signal is first sampled at a sample rat®Of,, whereN is the
upsampling factor and. is the chip duration. The sampled
| signal is given as

rt) = > o Ox(t -7 ~£)e ™ +n() 3) e =1 (KT / N). (@)

=1

where J is the number of multipathg(t) is the fading

.. . . Ideal S ling Clock
coefficient of|™ path,7 is the path delay df" path,Q is the el Seprine Hoe

[ ]

carrier frequency offset which is present due tealo
oscillator frequency mismatch and/or Doppler spregt) is o
the White Gaussian Noise with zero mean and vagiafc Sample No. ( 1 2 3 4 .
ande(t) is an ynknown slowly varying timg delay prqduced Drift (g(t)<0)r\v
due to Sampling Clock Offset (SCO). This slowly yiag > Faster Sampling Clock
time delay is produced due to frequency drift betvehe :
oscillators of the two communicating devices. I I I I I I

At the receiver, the analog received signal i 8esmpled o
by Analog-to-Digital Converter (ADC). The drift ceed by  Sample No. 0 l 2 3 4 50
the sampling clocks of the radios produces samptiogk Slower Sampling Clock
errors at the ADC before timing and frequency estiom. e
Due to the sampling clock errors, ADC starts to ganat an I I I
unknown uncertain rate [9]. This uncertain ratenéther >
synchronous to the chip rate nor its oversamplesl Buring ~ Sample No. 0 I 2 3
the transmission of one burst, this clock erradsumulated. b
This causes excess and starvation of data samplésea Drift (¢(1) > 0)~_A

output of ADC for slower and faster receiver sampli ] ) )
clocks, respectively. The situation is depicteigure 3. Figure 3. Concept of sampling clock drift



13
International Journal of Communication Networks &mfdrmation Security (IJCNIS) Vol. 5, No. 1, April 2013

After processing through receiving matched filtée.( operation to the prediction error and a-postergtates to
RRC filter) having impulse response gk, the filtered reduce them to the intervallN/2, N/2).
signal is given by Now, the summarized S4ARLSWAM algorithm with the

X =N * Or i (5) proposed moduloN operation ([.J) is described which has

’ been used to find the optimal SCO estimajge (detailed
generic algorithm of S4RLSWAM can be found in [15].
Since it is a recursive algorithm, it needs to bialized.
The method of regularization term has been used for

where * denotes the convolution sum. Now, the usdia
estimate of sampling clock offsgtis found byKN samples
of the filtered sequence using [14]

N KN initialization. Following initializations can be kan to
n_ j2nk/N
£= _;Targ( 2 Ixle : (6)  simplify the process.
k=0 X
%[0]1=0, 0] =0

In (6), KN is the number of samples used for estimation. .
The authors of [14] estimatesection by section by assumingThe constant velocity model [16] has been usehestate
very slow variation in time. For each sectity (wheres is ~SPace model of the signal. This model (unforcedjven as

assumed to be constant), an estimatés found. This 1 1
assumption is not practical in the presence ofelaclpck A={ },C =[1 0]- 9)
offset. In our proposed estimator, the estintéor each
incoming chip sample is found by computing the clamp The algorithm then proceeds as follows.
Fourier coefficient of theKN chips samples wherk is a « Predicted (a-priori) states
design constant to be discussed later. The propsisdidg X = A%
window computation of the estimates is given by , mt i ,
ot » Predicted output (Predicted SCO Estimate)
€ = -ﬁarg( > |xk|2e“2”k’”) (7) En = CX,
21 k=m « Prediction errorgn is the input to filter)
The sampling rate must be such that the spectrapooent £ =[§ -7 ]
of the filtered data at T/ can be represented. It means that L
we must havé\/T,> 2/T.. So,N = 4 has been chosen. * Forgetting factor update
Now, for N = 4, substituten = 4n in (7), so that it can _ TAT At
further be written as " Am = [Am—l taPn A C EmL*
K +m-1 2 2 » Calculation of matriceB,, andS,,
o2 D el (X 1-12 (1= )
£, =——tan e > > | (8) P =P :[ m m }
” Do Xl =Xz " @-AY @-A) /A,
5.2. Stage 2

The second stage of SCO estimation gives the optima s =S :ai:[ =22, -2(1-4,) }
estimate &, by post-filtering the estimaté,. The main T | —20-4,) @AY E1-2,)42

advantage of post-filtering is the reduction ofiaace of the . calculation of S4ARLSWAM gain
estimates. In this paper, a new adaptive filter elgnstate K =11 ap ATCT
Space Recursive Least Squares with Adaptive Memory m= 7 m17m
(SSRLSWAM) has been introduced for post—filtering. x[1+ /‘_lm-1CAPm ATcT :l'l
SSRLSWAM has very good tracking performance esgigcia
in time-varying environments [15]. The reason felesting
SSRLSWAM mstead of othgr adapt|ye fllter§ (e.g.f':lskie X =[A>2m_l+KmEm]N
Mean Square filter, Kalman filter etc.) is the aii\sgtuning
of the forgetting factor, which is a key parameierthe R R
SSRLSWAM algorithm.  Since  SSRLSWAM s Em = CXy
computationally extensive, an approximate solui®used .«  ypdateyy,
which is termed as Steady State SSRLSWAM (or T
=(A- +

S4RLSWAM). The steady state algorithm is still time Ym (A KmCA)wm‘l SnC
varying due to the time varying behavior of thegfeting
factor. 5.3. Stage 3

Since the SCO estimate from the first stage is dedrby The third stage of sampling clock recovery consists of
TIN/2 < &n < NI2, the post-filtered estimat&, must also be compensation of the sampling clock offset using the optimal
bounded.  Therefore, S4RLSWAM cannot be directigstimate found in the second stage. A feedforward
applied for the post-filtering of SCO estimatesnéw idea of compensation method based on polynomial-based Lagrange
boundedness has been proposed within S4RLSWANterpolation has been proposed for this stage. It was
algorithm. The proposed idea is to apply modilb

» States (a-posteriori) estimates

+ Output estimate (Optimal SCO estimaig



14

International Journal of Communication Networks &mfdrmation Security (IJCNIS) Vol. 5, No. 1, April 2013

mmmrmmmmg k
g;s;:fﬂg;-z;dmmmmmrmmmm

Ref. sequence

— o a= Time, k
——
a=—2 (Skipped)
Sequence yy, T T T T T
o my+1 me+2 my+3 mo+4 Fpewg o

(a)

TTTTTTTTTTTTTTTTTTHL

Ref. sequence

LT

Time, k
Sequence x; T T T T T T T T T T T T ’ T T T H ? L
Slower Clock ' ' >
(Slower Clock) ~—— Fora=1, Time, k
=0 - 2 samples taken
a=-1 oa=-2 without interpolation
! ! I I Pt
Sequence y,, : ; »
- me+1 ) m,+3 mo+4 m,+5  Time m
(b)

Figure 4. Proposed concept of SCO compensation using catgpiolation; (a) Faster sampling clock (b) Slogempling
clock (Rapid changes in the integer pagre shown to explain all the cases; this variamsiow in practical systems)

slower and faster receiver sampling clocks in ddffie Ym :(_i+i_§+ﬁ)5§;
devices resulting in positive and negative clockftgr 6 2 2 6
respectively (Figure 3). The situation is furthepitted in +(i_ +§) 52

Figure 4, which shows the method of selection afigas to 2 =2 2 )M

be interpolated based on the estimated samplird dffset.

mentioned in the previous section that there carbdid

(10)

From (8) it can be seen that the possible randge isf[12
< &m< 2 (forN = 4), which will be the same faf,,. Let the

integer part and fractional parts &f bea andd respectively.

If i is an index incremented BYfor each value af, then for
N = 4, the samples for cubic interpolation are giasn

SlS
+ + 5+
(3 T j 2

Another problem caused by the sampling clock dsithe
excess and starvation of samples at the receivetaltaster
and slower receiver sampling clocks respectiveiycdse of

faster receiver clock, samples must be discardestesis in

27 Ko case of slower receiver clock, extra samples maspui to
S, = Xisa avoid starvation of data samples.
- A new technique to avoid starvation or excess afpdas
S3 = Kg+1 . .
is proposed. The proposed technique works as fellow
Sy = Xsgar (assumingN = 4). The integer part of the SCO estimate

After selecting the samples for interpolation, traetional  decides whether the downsampler has to put required
part 5 is used to perform the Lagrange polynomial base¥mples or discard extra samples. This is explamé&agure
cubic interpolation. Les;, S,, S5, ands, be the 4 samples of 4, which shows that if the receiver has faster sagElock,
the filtered signal corresponding to a specificugabfm on  the integer pari increases fromi2 to 1 slowly. Since SCO
which cubic interpolation is to be performed. Faacle e€stimate has an upper bound &f < 2 integer part jumps
estimatezy, the fractional paréy is used to interpolate the 4 from 1 to 2. At this point a sample is discarded for the

given as slower sampling clock, the integer partiecreases from 1 to

02 slowly. Since the SCO estimate is lower boundedb>
(12, integer part jumps from?2 to 1. At this point, the valid
sample X, 3) is inserted directly without interpolation and
an extra samplexg,.;) is also inserted directly to avoid
starvation of samples.
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6. Simulation Results

In this section, simulation results of the proposadpling
clock
parameters used in the simulation are as follows.
Number of modulated symbols in eadly() = 288
RRC roll-off factor R) = 0.65

Number of samples used for SCO estimatiéh= 32
Initial value of forgetting factori(,;) = 0.995
Constantz = 0.000005

recovery algorithm have been presented. The

15
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where

M

E(5)=—Y ¢ (12)
M =

is the sample mean of the post-filtered estingagt@andM is
the number of realizations. In this simulation, e taken
M 2000. For comparison, ML-based algorithm [17],
Montazeri \& Kiasaleh's estimator [7] and a two
samples/symbol based feedforward algorithm giver{8in
have been considered. It can be seen that the ggdpo

Golay sequences of length 16 have been used féftimator shows considerable performance improvemen
spreading and QPSK has been used as the modulatf§ypen compared to other estimators at all SNRss lkalgo

technique. Figure 5 shows the tracking performaoicéhe
proposed estimator with and without S4RLSWAM pos
filtering at SNR of 2 dB. SARLSWAM has been initiad
by the method of regularization term. The perforosan
metric used in Figure 5 is the post-filtered SCOneete .

In Figure 5(a), tracking performance is shown fosl@awly
varying time delay due to clock offsets 6200 ppm and
+200 ppm. The sudden change of clock offset isaomin
communication networks due to the change of trattisigior
receiving device. It can be seen that the propestidhator
efficiently tracks the varying time delay even attee sudden
change in clock offset. The proposed estimatoroogoe with
large sampling clock offsets in contrast to theodthm
given in [11] which assumes the inaccuracy of tetcits up
to only 12 ppm. Figure 5(b) shows the trackingfqranance
of the proposed estimator for a fixed fractionaididelay of
0.5T. It can be seen that the proposed estimator pesfor
well for both the fixed and varying time delays.

2
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Figure 5. Performance of the proposed SCO estimator for

time varying and fixed clock offsets

The comparison of variances of the proposed androth "
well-known SCO estimators is shown in Figure 6. The

performance metric (i.e. estimator’s variance)iveg as

M

var(€)= Mi,zzl:(g' - EA(S‘))2 (11)

worth mentioning here that the algorithms giver4h and

t[8] are applicable only when the time delay is @ixe=.e(t) =

¢, whereas the proposed estimator is capable ahattig
both the fixed and time varying delays efficiently.

10"
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Figure 6. Performance comparison of the proposed estimator

with other well-known estimators

Now, we present the Bit Error Rate (BER) perforneant
the overall all system using the proposed timing
synchronization approach. In Figure 7, the Bit ErRate
(BER) performance in AWGN and Stanford University
Interim-3 (SUI-3) channel model [18] with and witho
sampling clock errors is shown. It can be seenttatBER
performance of the system with proposed timing
synchronization is robust against the sampling kcleors
even at low SNRs and in the presence of multipathnf
effects.

—<— SUI-3 with SCO

—S— SUI-3 without SCO

—<&— AWGN with SCO
—8— AWGN without SCO

BE

4

10°

&

10°
0

4
E/N, (dB)

Figure 7. BER performance of the system with proposed
sampling clock recovery
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Figure 8. Proposed FPGA implementation of the proposed sagplock recovery algorithm

has very low variance. The transition occurs ffoB2766 to
7. Efficient FPGA Implementation 32762 (i.e. from11.9999 to 1.996 for Q2.14 format), which
. . _ is almost equal to that of simulated result. Thisfurther
!sr;r;hlﬁnsegﬂ)ocnlé :ngcsrrdwarde k?rctlngc'iur?_s of ?hmé)sfed elaborated in Figure 11 which shows the comparigdBCO
ping y and burst detection algari for estimate obtained from MATLAB simulation and FPGA

FPGA implementation on SDR platform have bee . . .
presented. The FPGA device used for the implemienta ﬂardware. It can be seen that both the estimageslantical

XC3SD3400A which belongs to the Spartan-3A DSP liami SINC€ they are overlapping each other. The botuatrigure
of FPGAs. This family of FPGA offers density of ilion ~ S1OWs the magnified SCO estimate of the last fempizs

system gates. The Spartan-3A DSP family builds s t from the first figure to have a clear visualization

success of the Spartan-3A FPGA family by adding & +e—4, .
XtremeDSP™ DSP48A slices. New features improveesyst a e
performance and reduce the cost of configurationesé TL alnlly
Spartan-3A  DSP FPGA enhancements, combined with| computation l v .
proven 90 nm process technology, deliver more fanatity of £ m-1 States Mt
and bandwidth per dollar than ever before, settivg new Estimation
standard in the programmable logic and DSP proogssi 1 0 T:E*z,m-l
industry. Uim Updation of

Figure 8 shows the hardware architecture for samgpli \A Gain K
clock recovery algorithm. First of all, multipliéess RRC || Comgfu;fﬁon
filter of order 16 has been implemented using Canon s ,
Signed Digit (CSD) representation of filter coeiffiats [19]. Y2m
After filtering, a high data rate parallel processibased

realization of (7) and (8) for the estimation otleancoming
sample has been presented. This high data ratdlebara
processing is specific to the case whérs 4. A similar
approach can be followed for higher valueNofut it will The proposed algorithm is actually part of a congple
certainly increase the complexity of the systeme Tour wideband waveform physical layer design that hasnbe
enable signals used in the realization are alsovshim implemented, tested and verified. The proposed Bagp
Figure 8. After squaring and summation, the slidivigdow clock recovery algorithm has been implemented osldFi
computation of (8) has been implemented by theafiseo Programmable Gate Array (FPGA) and the remaining
First-Input First-Output (FIFOs). The inphase anddyature portions of the receiver like Burst detection, @arr
components are then fed to atan() block which iBrequency Offset (CFO) estimation, channel estonati
implemented using the CORDIC core of Xilinx coreRAKE reception and QPSK demodulation has been
generator. The resulting SCO estimate then goes itaplemented on FPGA and in software on a Digitan&l
S4RLSWAM block for post-filtering. The block-level Processor (DSP) by effective design partitioninghe T
architecture of implemented S4RLSWAM has been shiown resultant device area and timing constraints andeco
Figure 9. Finally, the proposed cubic Lagrangerputation execution time constraints are very easily methsy EPGA
is implemented which takes the post-filtered SC@mege and DSP, respectively. It is possible to achieyghéi data
and the corresponding four samples to perform thigicc rates by selecting a greater chip rate, thoughaicert
interpolation for SCO compensation. The deviceiastiion modifications to the receiver design may be regire
summary of the FPGA implementation is shown in €dbl

Tracking performance of the proposed SCO estim@bor
negative offset) captured from ChipScope after
implementation on FPGA is shown in Figure 10. Theut
data is taken at an SNR[Z2. It is obvious that the estimate

Figure 9. Block level architecture for S4RLSWAM
implementation on FPGA
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{8 bus Pt DEVODaviead pCISDBON INTILAOLY s S d @) presented. 1t has been shown that the hardwardtsese
. R identical to the simulation results.

® datag . . .
S Some other post-filtering approaches can be apptiete

L proposed SCO estimation as future research workeder,

the FPGA implementation can be further optimized to
achieve lesser resource utilization.
MinfMax

o 15389 \_’\ R ef a’ er] C%

¥ oo-anes a0

e
iHHE hd
Bus Selection 2000 4000 £000 2000 10000 1z000 14000 1000

o [1] J. Rohde, and T. S. Toftegaard, “Adaptive cognitive
radio technology for low power wireless personalaar
Figure 10. Performance of implemented SCO estimator on network devices”,  \Mreless Personal
FPGA (captured from ChipScope) Communications, Vol. 58, No. 1, pp. 111-123, 2011.

[2] S. Han, J-H. Park, H-H. Shin, and B-S. Kim,

; ; ‘ ‘ ‘ ‘ ‘ “Performance enhancements in TDMA-based tactical
o 1l \ | wireless networks”,in Proceedings of Vehicular
£ Technology Conference, Vol. 1, pp. 1-5, 2012.
g or i [3] M. Nakagawa, “Consumer communications based on
® i z"r’:ﬁs;;m:;f;'v‘:;m spread spectrum technologiesh Proceedings of
2 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ IEEE 3rd International Symposium on Spread
0 500 1000 1500 2000 2500 3000 3500 4000 4500

Spectrum Techniques and Applications, Vol. 1, pp.
‘ ‘ ‘ 138-145, 1994.

—5— MATLAB Simulation | [4] A. J. Viterbi, CDMA: Principles of Spread Spectrum
From FPGA Hardware Communication, Addison-Wesley, 1995.

0.24

0.23

timate

g 022r ] [5] E. Grass, K. Tittelbach-Helmrich, U. Jagdhold, A.
8 oa1p Ssg . Troya, G. Lippert, et al., “On the Single-Chip
0.2 : Implementation of a Hiperlan/2 and IEEE 802.11a
2025 4030 2035 2010 4085 4050 4055 Capable Modem”|EEE Personal Communications,
Time Samples Vol. 8, No. 6, pp. 48-57, 2001.
Figure 11. Comparison of MATLAB simulation and FPGA [6] B. Ai, Y. Shen, Z. D. Zhong, and B. H. Zhang,
hardware results of the proposed SCO estimator “Enhanced sampling clock offset correction based on
Table 1. Device Utilization Summary time domain estimatipn schemkEEE Transactions
- on Consumer Electronics, Vol. 57, No. 2, pp. 696-
Resources Used Total Percentage 704, 2011.
[71 A. Montazeri, K. Kiasaleh, “Design and performance
Number of Slices 4076 | 23872 17% analysis of a low complexity digital clock recovery
Number of Slice Flip Flops 5002 47744 0% algorithm for software defined radio applications”,

|EEE Transactions on Consumer Electronics, Vol. 56,

Number of 4 input LUTs 5585 47744 11% No. 3, pp. 1258-1263, 2010.

[8] W-P. Zhu, Y. Yan, M. O. Ahmed, and M. N. S.
Swamy, “Feedforward symbol timing recovery

T 47 126 37% technique using two samples per symbolEEE
Transactions on Circuits and Systems-1, Vol. 52, No.
11, pp. 2490-2500, 2005.

[9] C-F. Li, Y-S. Chu, J-S. Ho, and W-H. Sheen, “Cell

8. Conclusion and Future Work search in WCDMA under large-frequency and clock

errors: Algorithm to hardware implementatiohEEE

Transactions on Circuits and Systems-1, Vol. 55, No.

2, pp. 659-671, 2008.

[10] U. Mengali, M. Morelli, “Data-aided frequency

Number of BRAMs 14 126 11%

In this paper, practically efficient algorithm faampling
clock recovery for burst mode wideband networking
waveform of software defined radio has been propose
Sampling clock recovery plays a key role in thepiive time estimation for burst digital transmissionEEE
slot measurement for switching rate of medium axces Transactions on Communications, Vol. 45, No. 1, pp.
control. The proposed sampling clock recovery atgor 23-25.1997.

includes proposed modified square timing estimationi1] A, Goldsmith, Wireless Communications, Cambridge
S4ARLSWAM based post-filtering and proposed cubic University Press, UK, 2005.

interpolation based compensation. The proposedriligp [12] B. Sklar, Digital Communications; Fundamentals and
shows considerable performance improvement when Applications, 2nd Ed., Prentice Hall, 2002.
compared to other well-known algorithms. Our sirtiola [13] K. Fazel, and S. KaiserMulticarrier and Spread

has also shown that the proposed estimator is tapHb Spectrum Systems, John Wiley and Sons, 2003.
estimating both the fixed and time varying delaygactical [14] M. Oerder, and H. Meyr, “Digital filter and square
FPGA architectures and implementation results foe t timing  recovery”, |IEEE  Transactions on

proposed algorithm on FPGA platform have also been  Communications, Vol. 56, No. 5, pp. 605-612, 1988.



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

[15] M. B. Malik, “State-space recursive least squaréh w
adaptive memory” Sgnal Processing Journal, Vol.
86, pp. 1365-1374, 2006.

[16] Y. Bar-Shalom, and X-R. Li, and T. Kirubarajan,
Estimation with Applications to Tracking and
Navigation, New York, Wiley, 2001.

[17] U. Mengali, and A. N. D’AndreaSynchronization
Techniques for Digital Receivers, New York, Plenum
Press, 1997.

[18] IEEE 802.16 Broadband Wireless Access Working
Group, Channel models for fixed wireless
applications, http://www.ieee802.org/16/tg3/contrib
[Accessed on 10 Dec. 2009].

[19] S. A. Khan, Digital Design for Sgnal Processing
Systems: A Practical Approach, 1st Ed., John Wiley
and Sons, 2011.

18
Vol. 5, No. 1, April 2013



