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Abstract: This paper presents priority-first packet schedyli
approach for heterogeneous traffic flows in low adatate
heterogeneous wireless sensor networks (HWSNS). efayd
sensitive or emergency event occurrence demandiataedelivery
on the priority basis over regular monitoring sagsapplications.
In addition, handling sudden multi-event data aolieving their
reliability requirements distinctly becomes the I@rege and
necessity in the critical situations. To addredss groblem, this
paper presents distributed approach of managirg tdasmission
for simultaneous traffic flows over multi-hop topgl, which
reduces the load of a sink node; and helps to raakfe of the
network prolong. For this reason, heterogeneouffictrflows
algorithm (CHTF) algorithm classifies the each inaognpackets
either from source nodes or downstream hop nodedbas the
packet priority and stores them into the respectjueues. The
PFPS-Earliest Deadline First (PFPS-EDF) and PFRSt Eome
First Serve (FCFS) algorithms present schedulingefach data
packets using priority weight. Furthermore, repatrate is timely
updated based on the queue level considering flieiress index
and processing rate. The reported work in this papealidated in
ns2 (ns2.32 allinone) simulator by putting the reetwinto each
distinct cases for validation of presented work amedl time
TestBed. The protocol evaluation presents that tistrilslited
gueue-based PFPS scheduling mechanism works afficiasing
IEEE CSMA/CA.

Keywords: wireless sensor networks, priority-based datavepli
buffer management, packet scheduling, heterogeneoaf§ic
flows.

1. Introduction & Background

topology deviation. In [12], [13], and [14]; theo#ked
CSMA/CA of beacon-enabled sensor network protoaots
presented to mitigate delay of emergency applinatido
address these types of applications simultaneously,
complexity level of data processing is handled atious
data collection points in the distributed sensotwoeks
using CSMA/CA. Therefore, there is need for impsivg
the provision of data delivery decision at various
intermediate levels instead of at a sink node.

The scope of this paper covers following backgrooases
for the PFPS using EDF (Earlier Deadline First) &@FS
(First-Come-First-Served) algorithr@ase#1 (Classification
of heterogeneous information): In a mesh topology, many
sensing devices are connected at various levebs.ufique
data is generated by each source node and delivera
multiple hops. Here, the complexity of data trarssiun
increases, therefore, the classification of datk@s sent by
networked source nodes to each hop becomes thesitgce
Therefore, this case
categorization of heterogeneous traffic flows ailipon
(CHTF). For this reason, the dual queue is impleeteno
store priority traffic and regular traffic sepaiste

Caset#2 (Priority Assignment): The impact of static priority
assignment and dynamic priority assignment
underlying MAC protocol shall be taken into consat®n
for differentiating the traffics. In FCFS, the ity

assignment is kept static which does not changer ove

multiple hops. However, in EDF approach, the ptjori

The IEEE sensor network [1] is an emerging fieldd an metric is designed to update priority based on tiisgance
nowadays, it is being used widely for small scalegng delay.

applications due to its low resource needs andeottife
features [2], and it approximately lasts up to #arg using

Case##3 (Queuing system for multi-traffic flows): A

decentralization approach is the need of IEEE genso

AA batteries. To name a few it covers process itifus networks which reduces the load on sink node. Fis t

healthcare [3], transportation, residential prgjettacking,
monitoring [4-6] and much more. Thus it creates shepe
for active researchers to design the flexible diifiexd

reason, considering middle-level processing nodeshiop
performs important job in the dense sensor enviemig A
packet level in each queue is the key paramet@rdgent

is designed as a part of the

over

communication network which can handle the multipleine puffer overflow. The reporting rate is updatede to
event data simultaneously dynamically. Generallje t time, based on the queue level. The prime objedtvio
occurrence of events in LR-WSNs is unpredictableprevent congestion so that a delay sensitive aajsic in
therefore, having the provision of data deliverychinism  the multi-event environment does not suffer. Thesteng
with sensor MAC sublayer becomes an essential anghsearch focuses particularly on improving the pack
necessary. But, developing a data carrier protwcaddress  gelivery ratio; however, though it is importantjlseducing
such different aspects altogether is a truly chaileg task  the sensitive packet loss is also the necessityn fthe

in low data rate, low power, low processing capsbil application context. This approach is incorporatedarious
limited memory, and low transmission coverage NEkwo actor points of the network to shrink weight ofiraks

The sensor network comprises the delay sensitiee (f cage #4 (Reporting rate): Managing the data reporting rate
instance, body sensor networks, process assentbly.a@d  of each contributing source node is a significanic of
delays tolerant (for instance, monitoring, and k@G  research since the inception of LR-WSNs. The probléke
objects) applications. The existing contention-base packet loss, congestion, an network transmissioe, tiand
protocols, namely S-MAC [7], T-MAC [8], B-MAC [9]X-  excess power usage arise due to improper design of
MAC [10], and Wise-MAC [11] are developed to addres ygporting rate  mechanism. Therefore, to handle

the problem of data delivery; still undergoes frdifle  peterogeneous traffic flows, the flexible reportimgte
collision, unstable behavior due to sudden traffied, and  mechanism is designed using a dual queue and their
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processing rate. The key objectives of PFPS protmeo 1)
to reduce end to end delay of long distance pyidiaws 2)
to prevent bottleneck problem, and 3) to increasevork
life.
consisting of multiple hops in-between sensors thedsink
node. Hops are considered the additional capabdity
processing the data packets in addition to recgiand
transmitting the packets.

Figure 1 shows network communication modeltasks parallels.
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to the low layer called Rime for reducing the emerg
consumption to the great extent. A pre-emptive
multithreading module is applied for managing thaltiple
Results are validated comparingh wi
traditional approaches i.e. without multithreading
mechanisms. Protothreads are used instead of thread
Authors have made claimed approximately around 9%
higher than the classical approach.

The existing work covers mainly queue managemeniThe proposed architecture is based on EDF and shows

beacon-enabled slotted CSMA/CA,
CSMAJ/CA protocols for low rate IEEE 802.15.4 netk&r
In [15], congestion control and information pri@iétion
approaches are presented for monitoring real-tigi@ @f
the patient in wireless biosensor networks. Thegestion
control approach is applied at parent node whepeasity

assignment of network bandwidth is applied overldchi

nodes. The service differentiation is designed @ating to
physical phenomena of a patient. The priority indeno
(PRIN) MAC protocol [16] is designed to prioritizéhe
information using buffer management with one-hopwoek
topology. The static priority is assigned to eaabden
RushNet [17] protocol presents traffic prioritizati
mechanisms for low priority (delay tolerant) andghhi
priority (latency sensitive) types of application3.he
throughput is improved using a token passing mettwod
minimize the contention and avoid traffic jam, amdlti-
hop approach used to trim down the propagatiornydela

In [19], the author proposes the packet allocatee viz.,
traffic jam discovery and intimation, and congestaontrol
to avoid the buffer overflow problem. ECODA [20]ass

dual buffer management approach to achieve the data

transmission requirement of transient traffic amdtally
sensed traffic at each hop level. The congestioblpm is
resolved using the weighted buffer and flexible wpie
scheduler to prioritize the information.

priority index for increasing its significance ihet network.
It detects traffic jam degree according to packetval
period and processing rate. In [22], EDF and FRrélgm
are presented for urban traffic application witsidering
the various intersection points of the road. Thegumance

of both algorithms is compared against each other o

isolated traffic intersection points. Analysis mbillestrates
that EDF algorithm performs well against FP alduoritin
terms of delay, a number of stops, and means ifhértre of

and beaconlessonsiderable

The PCCP
congestion avoidance protocol [21] discusses thdeno

improvements over traditional CSMA/CA

MAC protocol. The term sink instead of the baséiateand

actor node instead of hop node are alternativedd us the

further discussions.

The contributed strategies are summarized as fellow

= The CHTF algorithm presents the classification of

heterogeneous traffic flows. It classifies the pHsk
based on their priority level and stores eitheithia
regular queue or in the priority queue.

= The PFPS proposes the priority first approach using
dual queue management with preemptive strategy.
The queue levels are defined according to theffidra
type. The FCFS and EDF approaches are used for
packet transmission to the next level.

= The priority metric is used to update the priontya
packet incrementally towards the base station to
service long distance data-first over newly sensed
flows at each actor node.

The mathematical model is designed and developed to
make it functional with respect to proposed
operational steps of CHTF and PFPS algorithmsen th
network. Finally, the results are validated by
performing various simulation cases in the ns2
(ns2.32allinone) discrete event simulator using
CSMAI/CA.

Finally, PFPS is implemented over real time TestBed
(6+1) with 24 sensors in total. The performance is
examined and compared with the FCFS approach.

The residual sections of this paper are organized a
follows. Chapter-2 describes about the proposedSPFP
protocol description. Explanation of performancalgsis

is given in chapter 3. Furthermore, outcomes are
concluded and present the future scope.

priority vehicles. The shortest-first CSMA/CA [23] 2. PEPS Protocol Description

approach presents the solution for “energy holéblpra”
near to the sink. The length detection and antisateéon

2.1 Network Model and Assumptions

mechanism are proposed. The nodes that are hali®g ta communication model comprises source nodes, hog,

small data size packets are considered as hightpnmdes
whereas long size data packet holding nodes arn@edef
with low priority nodes. To control periodic flowand
network management control flows [24] managemeimgus

guaranteed time slot approach. In [25], various M_A_Cthe information.
protocols have been surveyed to understand callisio

preventing techniques and achieving the greatésmhbiéty.
A different synchronous, asynchronous,
protocols are thoroughly studied. This survey hédpdesign
parameters of MAC protocols and existing statehef art
work. At the end, authors have also put forth caitissues

for open discussions. In [26], MMEDD presented for

efficiently delivering the essential information ithe
wireless sensor networks for optimizing

consumption. A hybrid operating system Contiki $ed due

and hybri

the power,

the base station. A source node is responsibleofdy
sensing, delivering and receiving the informatian and
from its upstream node. A hop node and sink node ar
capable of sensing, processing, receiving, andsmnéting
There are two main types of flotwsbe
considered for protocol design, namely priorityfficaflow

for e.g. 0, saturation level) and regular traffic (for e.qg.
emperature). The size of data packets for botffidsais
same. The nodes are placed randomly and AODV mgutin
protocol is used for network formation. Each level at hop
node, two queues is designed to store the reguidr a
priority-based traffics. The incoming traffics aput in
respective queues and are managed using First Ginste
Served (FCFS) mechanism or Earliest Deadline HzBi-)
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mechanism. A variable fairness index is achievethgus
PFPS algorithm. A classification of heterogeneauwsfit
flow (CHTF) algorithm performs filtration of incomg
packets of different traffic flows and stores eitie priority
traffic queue or regular traffic queue. In overfleandition,
data packets are not stored in the queue. In Pie8thm,
transmission priority is given more to the priofitgsed
traffic of queue-2 at each hop. Considering thesisieity or
criticality of a particular traffic flow, it is nexssary to
deliver at the earliest. For this reason, the detiof
priority packet transmission is taken based on queu
condition. However, if delay sensitive packets aret
delivered within a deadline, then the data becousetess or
network usage is turn out and considered as wastége
resources. Therefore, PFPS algorithm is proposeddoess
the delay and deliver packets using effective dsgueuing
operations to the great extent. Descriptions ofhexaatical
terms are explained in Table 1.

2.2 PFPSProtocol | mplementation

In this section, two algorithms are discussed, harGel TF
and PFPS. In order to implement the priority badath
transmission approach, the design of two queues
presented. The queues are priority queue and mrequkue
implemented on the hop. The regular queue is dedidor
regular traffic flow (for example, temperature) godority
queue is designed for priority traffic flow i.e. ime
constraint packets (for example, , Osaturation level
monitoring) as shown in algorithm-1. Based on défe
input flows; the fairness index is examined. If the
applications are having hard timing constraintstlgeeue
would be developed from priority perspective whieifi be
a better option to achieve the deadlines. Each ejusu
comprised of different traffic(s) at a given time teop is
described in equation (1). The total traffic |oﬁq“gi) at hop

k, eitherq,or q,

Tfk.qi = z:typ“r‘*z‘:"lf’ri(Ttype'‘li)
i=1,2

1)
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Table 1. Summary of Mathematical Notations

Term  Definition Term Definition
remaining packets in
Tiype  flow type Trem queues
Ty, regular traffic flow Px priority of K" hop
o ) average incoming packet
T :
o priority traffic flow e g, rate in a queUE
q; queueincludesland 2  Ayg average outgqmg packet
i rate in a queue
k number of hops q lower limit of queud
traffic flow at hopk in a -
T, u
fioq; type queue q; upper limit of queue
Tink I}:\ggmmg traffic at K fnax maximum limit of queué
st ﬁgtpgomg traffic at K s size of queus
Tin, ~ incoming regular flow R, reliability of regular traffic
Ting,  incoming priority flow Rp reliability of priority traffic
. gueue processing tuning
Towr,  OUtgoing regular flow o,B,7, parameters
T outqoing priority flow 5 additive & multiplicative
outp going p Y 2 increase tuning parameters
. number of regular 5 additive & multiplicative
¢ m i by i
traffic nodes decrease tuning parameters
Pr:?fqigiro%fegnomy NN, Ppacket count variables
regular traffic in queue- )
rq 1 n range variable
Pq Enonty traffic in queue- fi reporting frequency level
Priority weight Energy consumption for all
@9 parameters (0.5,0.05)  cn  control packets
Tyroc Node processing time
Eca Energy consumed for Eproc Energy for processing

data & control packets

&=%S1 (5)

The probability of each hop is computed individyalb
examine the affecting attributes of both queuesisdply.
The probability ofq;and q, for hops(k = 1,2,3, ...,n); ()

Where letq; be a queue either type 1 (regular traffic) or 2are as explained in equation (6). The probability o

(priority traffic), i = {1, 2}.

The total incoming traffic load on any particulasphnode
(Tiotark) Using both queues is as described in equation (2)

Tink = M = Z1srs ma=1 Tine(rq; Pg)
1<ps=n;q=2

= $=12 (24 (Ting,s 1), 231 (Ting, 2)) @)

The quantity of packets delivered by a hop is esged in
equation (3).

Tout,k =W = ZlSrSm:q=1Toutf(rq; pq)
1<ps=n;q=2

= Zq:l,Z(Z?;l(Toutfr' 1), ZB:l(Toutp' 2)) (3)

The remaining number packets in both queues areedef
asT,., at a particular instance as measured in equatipn (

Trem = }‘k - Ky

processing packets at each stage of the hop isedkifin
decreasing order according to success rate. Thevahove
from 1 towards 0, when the hop count goes higheatse
of traffic load for each flow. However, the decrieasfactor
is less in the case of priority traffic flows. Thétance of
one hop indicates that connected node to hop omleoise
hop farthest from a sink node.

P« = Pe_1, Pk, ..., = P, 2 Py
[ ) PR—1 “k)
i W R WS 4
(11 22" hg—1 Ak

B (hops) = -

(6)

The overall average probability of all contributihgps is
stated in equation (7).

2:k Phops
hops—l;bhops <1
—k =

()

The objective function is enhancing priority badealfic
ratio simultaneously maintaining a fairness index aa
reasonable level. This approach is designed ivithgpoint

Phops =

The overall probability of packet processing of anyof heterogeneous nature of LR-WSNs. In order todtean

particular hop is mentioned in equation (5).

them simultaneously, the queuing system plays atrigial
role to attain a target of each specific event irequent. For
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that reason, dual queue model is designed whibhassd on
number of packets in regular and priority queuesingd
asn,, n, respectively.

The frequency rate is updated based on the budfesl land
processing rate, as expressed in equation (8).

< a1> I (1 <tk o B1> I (1
k.42

< V1> A(gl =m
k.q1,2

<q7") 1 (a7 < n,

< CI%”“"))): (al,b1)
Uy <N =Y <1S% S‘h)“(lﬁﬁki
k,q1 k.,q2

u
SB)HQS
2 Ak:‘]l,z

<aOll(gs <n2 < qé‘))) ; (a2,b2)

Hi,q,

y1<n<1; (1 <
k.q1

Uk,
< q1,2

k41,2

< Vz> AN(gi < m

az < n < ys; <1s@ Sa3>||(1s”’ﬂ
lk,‘h lk;‘lz

Hiqs,2
< < a
_BQHQ_A

k.q1,2

< V3> (=N
<D0 <n, < qé))) ; (a3,b3)

otherwise; (b4) 8)

The various conditions of queue level and procegssate
areal to a3 as described below.

The additive increase (from case al to a3) is edgh the
following cases.

alifiy; «fixd,,y, sn<1;

az2ifiy; «fix 8,0, <n<vy,;

a3ifiy; «fix 8,03 <n <7y,

The multiplicative decrease is applied in the failog cases
fromb,to b,.

f f
bl:fiy; « 1/6b1 <7y b2: i1 « 1/8b2 <7,

£ f
b3:fi,, « 1/5b3, n<y,; bhif,, < 1/6b4
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The priority metric p,,;) is used to compute the priority
level of each outgoing packet at actor node. Thaicst
priority or previous priority is considered and dslay @)
from originating node to current node is taken into
consideration. The hop courfi.j indicates the number of
hops away from the base station. It is expressestjiration

9.

he
Pwt = Pwt + a;d )
For example,
0.5%5
Pwe(B) =1+ Toseo01s = 395
0.5%4

DPwe(4) = 3.55 + = 5.81 And so on.

0.05%0.017

Algorithm-1 (CHTF): It classifies all incoming
packets according to their priority level and ssomato
respective queues. There are mainly two queueg ok
the queue-1 is for regular traffics, for example,
temperature and queue-2 are for priority traffior f
example, @saturation level detection.

Algorithm-1 (CHTF): Classification of Heterogeneous Traffic
Flows

Input: (T, Tp) <:Tsype

Output: g, < Tiype

Prerequisites: Priority Assignment to each packet of differenfftca
flows during packet formation at source node i.EDR

Begin

ne 0 < 0m < 0;
do
n=n+1
If (T, € Teype) N1 < q1**)) do
e+ m=m+1
elseif((Tp € Trype) N1z < q%"“")) do
G < G+ Ty M =m+1;//
end if
while(Tyype! = NULL)
10. end do — while loop
End

©COoNOGO~WNE

They are categorized into two types of flows, namel
priority traffic flow and regular traffic flow. Theverall
incoming rate n is maintained for various cases
mentioned in PFPS algorithm as well as making the
decision of delivery rate with respect to load asthb
queues. The individual packet level (n,) for each
gueue computed separately in order to fasten the da
transmission based on lower, upper, and maximum
threshold levels. The packet delivery preferencgiven
first to priority-based traffic i.e0, saturation level data
as it is considered to be an important and critiol
queue-2.

However, while transmission of packets the fairness
index is achieved at great extent by managing tieziimg
decision within threshold limits. Before storingdnthe
respective queue, each packet and the queue lgnit i

Let o, B, andy be the tuning parameters for achieving thechecked. This process is continued until packets ar

desired reliability of traffic flows. The values afare0.93,
0.66, and 0.33 o, a,, anda; respectively. The values @f
are 0.96, 0.766, and 0.5 By, B,, andps; respectively. Ley
be processing tuning attribute with different valsich as
0.945, 0.716, and 0.415 foy,, y,, andy; respectively.
Finally, the values ob, are 1.05, 1.10, 1.15 fd}, , &,,,
andé,,; respectively and the values 6f are 1.15, 1.10,

coming at each hop.

Algorithm-2 (PFPS): The various levels of regulardan
priority queues are expressed in paibh@anda2,
respectively.The levels are the part of PERSign in order to
maintain every hop from congestion free with thety-first
approach. For this reason, the queue level diffexéon is
taken into account. The purpose is to serve thergeney
traffic first or delay sensitive traffic-flow firdhstead of delay

1.01 fors,,, 64,, andd,,; respectively. However, the value tolerant traffic. Moreover, the queue level thrdgsoare

of §,,is 1.20.

defined according to the type of flow. The more weiglgiven
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to high priority flow instead of regular traffic. €hthreshold
limit is increased little over the limits of regula&affic queue
just to get more time for data packet deliveryatidition, the
one level up facility is also preferred to highgpity traffic

gueue. Both queues are defined with three levetaghalower
limit, upper limit, and maximum limit.

Algorithm-2(PFPS): Priority First Packet Scheduler

InpUt: (Tr € ql)”(Tp € qZ)
Output: traffic flow based reliability i.e(R,, R,) <: Ryype
Prerequisites: Priority Assignment to each packet of differemaffic flows
during packet formation at source node i.e. RFD
Begin
1. do
if (1 < q1) A (2 < aDI(as <7, < g¥))) do
transmit(Tp) < qy; dequeue(T,);n, =1, — 1;
elseif ((qi <n: < qP)| (aF <711 < ")) A (02 < q1))do
transmit(T,) < q,; dequeue(T,);n, =1, — 1;
elseif ((qi* <my < qP*)a (@2 <12 < g)II(g) <n2 <
g2max))
7. drop(T,) < q,;n, =1, — 1; // until it goes below q} level
8. transmit(Tp) «qy; dequeue(T][,);n2 =n,—-1
9. elseif(q, == empty A q,! = empty) do
10.

ok wN

transmit(Tp) < qy; dequeue(T,);n, =1, — 1,
11. elseif (q,!! = empty A q, == empty)
12.  transmit(T,) < q,; dequeue(T,);n; =1, — 1;
13. endif
14. while((q;1lq2)! = empty)
End

The decision is depended on the number of packe¢ach
gueue. However, the processing rate of the quewdsis
computed to ensure the transmission of data pacisits
CSMA/. The data transmission bandwidth limit is $et
250kbps according to standard in protocol confiiora
The levels of the queue are defined as follows.

max _—

g = 2 g5 |; gt = [Fai=]iad = [Fa5¢| @0)

2.9 size
[7§'q2 ];

These various
transmitting the appropriate data packets.

max

u 2.3 size l 1.5 size
q; " = q1 = [?Ch ]i‘h = [Tch ] 11

The overall energy consumptios) (is the sum of energy
consumed in various steps involved during in-nekwor
processing, as described in equation (12). The ggner
consumption is directly proportional to energy ammsd for
transmission of data and control packets,;) and
processing overheads,(,.) at a node.

(12)

Etotal = €ca T Eproc

The energy consumed in waiting timB,() is the time
required to gain the channel access by performimg t
number of times backoffT{.,r) i.e. symbols used, as

mentioned in equation (13).
(13)

Ewt = Tbckoff * Pwe

The total power transmit of a node is the sum @élto
number of packet transmittedDy,,) multiplied by the
power consumed for each outgoing data packgl),(as
expressed in equation (14).

Etx = Dpkt * Ptx (14)

The total energy consumed for data packets at & i®d
computed using two parameters, namely power condum
(BP.,) for a single receiving packet and total numbedata
packets receivedif,,), mentioned in equation (15).

levels of the queue are used for
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€rx = Dppt * Py (15)

The total energy consumed for network control ptcke
(gct7) Of @ node is the sum of number of packeéiB.(.)
handled and power taken for receiving and trangmgittach
packets, as expressed in equation (16).

Ectrt = CPeiry * (P‘rx + Ptx) (16)

The overall energy consumeg) (s the addition of energy
consumed of data packets and control packets, ssibed
in equation (17).

17)

The energy consumption for packet processing aide n
depends on how much time it takes to process petioe,
as stated in equation (18).

€= &x + srx+€ctrl

(18)

‘gproc = &con + Tproc
3. Performance Analysis
3.1 Simulation Setup & Result Discussions

The simulation experimentations were conductechénrs?2
simulator (2.32 ns-allinone version). The network
parameters ion and setting are summarized in Tablhe
simulations are performed by varying number of mpde
interval time, and simulation time. The each networ
performance metric is validated in different distirtases.
Figure 1-3 describes energy consumption over vgrgiode
densities, interval time, and simulation time péridt is
observed that 18% less average energy is consumed
compared with the FCFS approach, as shown in figure
12% less average energy is consumed over diffaneret
intervals as described in figure 2, and 9% lessameepower

is utilized over different simulation time setupdepicted in
figure 3.

Table 2. Network Attribute Summary
Attributes Values

Sensing region 500x506m
Static Nodes 100,125,150,175
Simulation time 75-200 seconds

Transmission range 30m
Average hop count 5
Packet size 30byte
Transmit Power 0.6w
Receive power 0.3w
topology flat grid
Node placement Random

Antenna Type Omni Antenna
Propagation type Two Ray Ground
PHY Type IEEE 802.15.4
MAC CSMA/CA

Radio bandwidth 128kbps

Initial Energy 15J

It is achieved using efficient data transmissiorncihasmism
and observations state that the FCFS mechaniss tail
attain target goals due to lacks in consideringhtye count
and delay attribute. The congestion is preventeohgus

E\queuing operations effectively. As traffic load deases

with varying the interval period, it is noted thiie both
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protocols consume less energy. Moreover, the maximu
consumption is observed around 3 Joules over difter
simulation time, interval period, and node densitie

Q
<

0.030

"I PFPs-FCFS_Energy =~ PFPS-FCFS_Delay
_|~>— PFPS-EDF_Energy —— PFPS-EDF_Delay

o
o

Energy (J)
0.025

T

0.020
Delay (Seconds)

20

10

0.015

140

Nodes

Figure 1. Analysis of energy and delay between PFPS-EDF

and PFPS-FCFS algorithms over variable node dessiti

25
0.040

“|~*— PFPS-FCFS_Energy =8~ PFPS-FCFS_Delay
—— PFPS-EDF_Energy —9— PFPS-EDF_Delay

.787@
Q/OXO&@
o— 8

T T T T T
4.7 4.8 4.9 5.0 51

20

Energy (J)
0.030
Delay (Seconds)

15

1.0
0.020

Interval (Seconds)
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figure 1, 7% less delay over different node deesijtiin
figure 2, 10% less delay over different time intdsy and in
figure 3, 14% less delay over different simulationes.

Figure 4 to 6 explain analysis of PDR of PFPS-EDEro
PFPS-FCFS algorithm.  Figure 4 plots approximately
average 5% higher than the PFPS-FCFS approach over
varying number of nodes. The greater PDR raticihsexed
due to dynamism in packet delivery mechanism and
handling the packet processing rate effectively.e Th
observed difference illustrates that the packep dwtio is
reduced using earliest deadline approach. Thisoagpris
designed with priority metric which comprises mgitlop
count and packet delay.

“|~— Peps-FcFs_PDR
—e— PFPS-EDF_PDR

—8= PFPS-FCFS_Throughput
—— PFPS-EDF_Throughput
°

e

PDR (%)
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Figure 4. Analysis of packet delivery ratio and throughput
between PFPS-EDF and PFPS-FCFS algorithms over
different nodes

Figure 2. Analysis of energy and delay between PFPS-EDF

and PFPS-FCFS algorithms over different time irgksv
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Figure 3. Analysis of energy and delay between PFPS-EDF

and PFPS-FCFS algorithms over different simulatiioes

Figure 1 to3 plot variation of average delay of BFEDF
and PFPS-FCFS algorithms. We observed that lessy del
experienced in different period. Observations stttat
optimal rate of packet processing is necessaryltivess the
packet propagation time.
operations, overhead of packet retransmission msnmized.
Moreover, though the delay gap is small still it
considerable from delay sensitive or critical apgiion
perspective. The difference is noted due to psidnéndler
and queuing system for serving the long distandé high
priority weight packets. This minimizes the extracket
processing overheads due to queue overflow situatids
addressed to the great extent by dynamically hagdihe
reporting rate. Thus results in less traffic angirticollision
too.

is

Due to effective queuing
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Figure5. Analysis of packet delivery ratio and throughput
between PFPS-EDF and PFPS-FCFS algorithms over time
intervals
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Figure 6. Analysis of packet delivery ratio and throughput
between PFPS-EDF and PFPS-FCFS algorithms over
different nodes

It reduces the packet drop ratio of long distaneseled
packets otherwise newly sensed packets get an ezatyce

PFPS-FCFS mechanism does not have provision dbr getting served than them. Thus it hampers DR Patio.

consideration of different traffic with their weighactor.
Thus our proposed PFPS mechanism performs greater
terms of higher PDR, less power usage and lessrtriasion
time. As compared with PFPS-FCFS, it can be noted i

This approach is designed with the consideratioseokitive
iraffic with more count, should not be hamperedirttyin-
network processing, however, FCFS mechanism laoks i
packet categorization. Afterward, the protocol @stéd by
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changing the interval period and still manageshtmason an

average 5% higher PDR ratio as shown in figure ke T

average PDR of PFPS-EDF over variable simulatiom tis

10% greater than PFPS-FCFS algorithm as depicted in

figure 6.
As shown in fig. 4-6, PFPS-EDF achieves higherughput

than the PFPS-FCFS. The average throughput perfamena

goes around 4% as illustrated in figure 4. The iBgmt

performance is shown due to optimal packet delivisry

maintained throughout the simulation time. To vaié its
performance it is tested over different simulatime by
keeping the same network setup of 101 nodes. litiandldo
that, it was shown noteworthy performance overedét
interval period too. It is observed that it perfarBPbo better

over the FCFS mechanism as described in figure 5

Moreover, the proposed performance is tested offereht
simulation time period and it is noted around 10Péater
than a PFPS-FCFS algorithm as shown in figure 6.

3.2 TestBed Setup & Result Discussions

The 2.4GHz RF of Nordic [26] is used for transmidtithe
data over the air and to process each incomingoatgbing
packets, the Arduino Nano development board [2Tisisd.
It operates over 2.4 — 2.4835GHz and maximum 2Miapa
rate it supports but however, considering the HW 8hbig
rate standard, we evaluated our protocol over Baki2ps
data rate speed.

W) Gatewzys () Nodes (@) Sensors [ ) Sensorvariables
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b
o
Figure 7. Top view of physical view of RF node which is
used for experimentation

Furthermore, the nRF module has some inbuilt featu
such as automatic packet handling, selective remnéssion,
and auto acknowledgment. It has six logical dapegi The
modulation technique is GFSK. To manage the voltagel
we used the 16MHz crystal. The packet size is 32sgut
of which 25 bytes are used for payload.
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Figure9. A view of dynamic topology formation at the rumé

A delay bound
architecture uses the FIFO queue for schedulingdtita
packets. The RF node is depicted in figure 7.ThstBed
setup includes 8 sensing nodes and one RF cooodirat
addition, the sensor cloud is setup to check thtopaance
of each active node of the network. This online iorimg

tool helps to check the packet delivery ratio, gmger

consumption, and throughput too. Furthermore,vegithe
run time dynamic pictorial representation of thetiren
topology. It is easy to check, which node is comea@avith

is set to 200ms. The fundamentaivhom and how far it is from the base station. Ange can

be set to the air by sending the appropriate condntarit.
Proposed algorithm is experimented and analyzel thig¢
TestBed configuration as shown in figure 8. Funthare,
the dynamic view of the hop by hop topology is dégd in
figure 9. Figure 10 and 11 depicts packet delivatjo and
throughput analysis for the PFPS-EDF algorithm rgfahe
PFPS-FCFS algorithm. It is observed that it perfonvell
by incorporating the priority approach at variowsiting
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node to deliver the sensitive data first over tlegutar  Figure 12 and 13 plots the energy consumption atalycof
traffic. the network. We set up the cloud solution to mamntae
track of battery level of each sensor node. Therggne
consumption is computed in terms of percentage 1i9%
which is lower than the 2.10% FCFS mechanism)

@ g |~ PrPSEDF -« PrPSFCFS dynamically during the experimentation as depiciad
a 8 7 f
S 3 + igure 12.
. ;/;/x>;§‘§\:
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F o8
o — wn
8 ‘ ‘ ! ‘ ‘ ' £ “ | 4 PrPS-EDF = PFPS-FCFS X
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Figure 10. Comparison of network throughput over variable ¢ i/
time period < ey : : ; ; ;
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g +\ \ Figure 12. Analy_sis of average energy consumption over
% i >< a different experiment time
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Figure 11. Analyzing of packet delivery ratio by varying  z _ + +
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experimentation time over average 3 hop topology s 1, ‘ ‘ ‘ ‘ ‘
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Furthermore, we tried to generate maximum traffitest an
outcome of proposed scheme over hop by hop mecghanis
The distributed approach of PFPS-EDF has shown Figure13. Analysis of average delay over different
significant countable performance for the analybisugh experiment time

the TestBed setup was small in size. But we inecdke : :
It is observed that the less energy consumptiontduess
number of sensing devices to each node. On an gaera

each node was equipped with 4 sensing devices wh|c'|3“|aCket drop. Therefore, the retransmission ovehead

helped to generate the more traffic for data packegreatly reduced. The long distance packets get ehigh

categorization at the various hop nodes. Hence owddc riority as they_ travel toward the baS(_e statlom_eliou this

able to end with the reasonable amount' of hetemmen eﬁlglgnt Fechmqug, the less delay is experiencetie

traffic for examining the proposed work. The averaacket variation in delay is noted around 0.0135 seconds the
: N R : FCFS approach. A cloud solution energy consumpaioa

delivery ratio is 99% which is greater than the BFFCFS lance as depicted in fiqure 14

mechanism (97%) over different experimentation tigni 9 P 9 '

Due to distributed approach, the less packet drep i

observed. Thus throughput improvement is noted ratou

288bps which is higher as compared with the FCFS

Time(s)

approach.
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Figure 14. Energy consumption analysis view captured at dinetime using cloud solution
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