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Abstract: Distributed Denial of Service (DDoS) is a majoretarto  attackers in order to serve the legitimate userth \lIC
server availability. The attackers hide from viewimpersonating resources. With DDoS attack, an attempt of ideimtifythe

their IP addresses as the legitimate users. Thosf8g IP helps the gqoyrce is almost impossible as several attackées to
attacker to pass through the authentication phadealaunch the compromise the DC

attack. Surviving spoof detection techniques contat resolve IP Spoofing so calledavailability threat is one such
different styles of attacks. Packet Resonance §irdfeRS) armed p 9 Y .
technique used by a hacker/ attacker to instigaBp®

to detect various types of spoof attacks that destthe server ; : :
resources or data theft at Datacenter. PRS ensemobés/ Cloud attaCkS_ and gain antrol over server machine. Egis$poof
Service Provider (CSP) as they are exclusively resipte for any Detection mechanisms arbost-basedand Router-based

data leakage and sensitive information hack. PRS twe-level whose performance depends upon the network behawibr
detection scheme, allows the clients to accesscBater only when attack strength [1].
they surpass initial authentication at both levé¥RS provides Ajm of this paper is to improve DC availability antlow DC

faster data transmission and time sensitivenestoafi computing g service only legitimate clients and to prevetieo type of
tasks to the authenticated clients. Experimentllte proved that attackers’ entry towards DC. This filtration actéev

the proposed methodology is a better light-weigbltion and confidentiality, data theft prevention, DC resowrce

deployable at server-end. . . . L.
ploy protection which ultimately results in improved dhghput
Keywords: DDoS, PRS, Cloud computing, Datacenter, Availability With negligible delay in traffic analysis.

Spoofing. The proposed spoof attack detection algorithm fasuthree
different types of spoof attacks so called: Impeadimn,
1.Introduction Hiding attack, Reflection attack namedRecket Resonance

Strategy (PRS). The traffic is generated by Email, HTTP,
Cloud computing supports resource abstractiodtieeclients FTP applications. It has two levels nam@gcket Bouncer
do not require any special hardware or softwarecéonplex and Packeflransit to identify the spoof attack threats. At
operations. Cloud Data centers balance the loa&lpplying level one, Packet Bouncer monitors the incomingfitra
the necessary resources on-demand. applies detection mechanism, notifies and prevemtgrm
With continuous improvement in Cloud computing,88g  spoof attack. At level two, Packet Transit uses phaeket
issues also grows along with it. Without any progecurity information provided at level one and uses its own
solutions, the data that resides Datacenter mawepto mechanism to notify and prevent the dwarf spoofckit
attack by any assailer which ultimately results data/ Each requester must successfully surpass thisnmpnaliy
resource loss for the subscribers based on théceemodel probing before accessing the DC resources.
preferred. As the precious cloud resources arelédndy Rest of the paper is organized as follows: Se@idescribes
attackers’ which results in loss of availability Datacenter surviving techniques. Section 3 presents overvidwthe
for clients and loss of revenue for cloud servicavjger. proposed architecture and methodology, Sectionplais
Cloud Computing is a contour technology which camBi working mechanism Section 5 the performance of gsed
several distributed networking technologies likstiibuted mechanism, Section 6 the advantages of proposethagp
computing, virtualization and grid computing. Sdjist and Section 7 conclusions with future work.
achieves the advantages of all the technologiesnenhand.
On the other hand, the security issues faced bgethep Related Work
technologies will also affect this emerged techggldo, the
design of any solution should adapt the cloud cdingdor  Surviving spoof detection techniques motivated the
earning the complete benefit with its additionabdevelopment of PRS scheme. IP puzzle is the ontheof
characteristics like rapid elasticity. method to mitigate the spoof attack. For every estjto the
Distributed Denial of Service (DDoS) is one of therious server, the server sends the puzzle to the regisestirce
security threats that challenge the availability tife address. Spoof attacker will not receive the puezien if
Datacenter (DC) resources to the intended cliefitee cannot solve to respond with any solution. The eerv
existing solutions are not that much effective tonitor the establishes connection to the clients only wheadeives the
incoming traffic and to detect the DDoS attack fifet right solution [2]. TCP handshaking is one of thays to
attackers’ traffic intensity is high. Therefordstnecessary to detect spoof attack with a drawback that the sepien
devise a mechanism for such situation to deactiidd®S number could be easily cracked by the attacker.
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Hop Count Filtering (HCF) [3], [5] explains the feiting
scheme where the hop counts are calculated faala HCF
maps the IP address to hop counts. If attackerfsptiwen
this leads to hop count mismatch which is a sigaift
characteristic. Due to the changing internet tcaffihere can
be change in legitimate clients’ routing which ¢esahop
count mismatch. Filtering due to this observatieads to
false positives. So, the threshold is measurediiltregion is
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schemes will work well for the distributed netwdmlt lags at
cloud network which leads to Thrashing at high cktteate
i.e., DC spends most of its time in detecting theffit

characteristic rather than servicing clients.

These drawbacks motivated us to propose an enhanced
solution where DC employed with external hardwaoe f
improving detection rate and availability to legitite clients.

performed based on the threshold that minimizesefal3.PRS: Architecture and Methodology

positives, but fails to detect the low rate attacks

Dynamic key generation and incremental deploymeaites
this methodology a self-resilient against IP spapfattacks.
These features also make the system slower anénatile.

This section describes our proposed architecturd®iR§,
general principles, and behavior of our proposedhaeism
with different kind of incoming requesters.

Inter Domain Packet Filter depends on the shared® BG

messages to validate the source address and grdtest
network from IP spoofing based DDoS attacks [4]e Thot
node which invoked the DDoS attack can be idewtifiad
blocked from spreading the attack with partial \afti
Optimal routes are identified and shared with thiginboring
nodes which can cause node-instability problem.

IP Spoofing attacks instigated at the access rdetal are
detected and prevented in Trust-based Approactus$éig
special centralized judge routers. Single pointufaiis the
possibility here.

Route-based distributed packet filtering [7] presgeithe
spoofed IP packets to reach the destination. Risuised as
parameter here which is not so reliable becaust rmay
change in real time. Scalability issue is alsodhas there is
need of global knowledge of network infrastructure.

3.1 PRS Architecture

Two levels of detection in Packet Resonance StyategsS,
are Packet Bouncer and Packet Transit. At each level the
attack traffic is detected, minimized and preventad
consecutive transmission through the DC channedart be
presumed that the DC requesters are the combination
legitimate and spoof attackers. In the first leeél PRS
detection, Reflection Mirror Node (RMN) suppoiacket
Bouncerfunctionality, acts as a Reflective mirror wheeele
incoming packet is logged and the packet of sma# &
bounced back to the requester with a random nunibies.
requester should reply to it along with the samekpt This
reply authenticates the requester, investigates\lA€ and
IP address combination and verifies the legitima€ythe

The Cloud Trace Back (CTB) [8] is a method where threquester. At this stage the reflection attackingicttack are

detection is performed at the edge routers in betwie
clients and web servers. It marks the request fitmanclient
with CTB Marker within header. All service requeats first
sent to CTB which prevents the direct attack on e
servers. When attack is detected the victim wik dsr
reconstruction to extract the mark. This will héhptracing
the source. The cloud protector, the trained BPMects
and filters the attack. However, the detectiod filtering of
attack starts only after the attack traffic readhesvictim.

Packet marking and altering in the Pi (Path Idem)ifDDoS

detected and prevented, persisting traffic alonth wiome
packet information is passed onto next level, aswvshin
Figure 1.

In the second level of PRS detection, TranspareintoM
Node (TMN) support$acket Transifunctionality, acts as a
transparent mirror. Here, the incoming requesters a
inquired for an origin pass code that was creatatieatime

of account creation. If the requesters fail in thédidation,
the impersonation spoof attack is detected and rothe
legitimate traffic is allowed to access DC. So, ldmitimacy

defense scheme are combined [9] to mark the paakets is verified meticulously based on their behaviord an

stack-based and write-ahead marking, replaceddles fwith
Pi-enabled routers in a path. Still it could nobyde an
error free solution.

Combined approach of the existing techniques resbthe
deployment incentive problem of ingress filteringmh a
new, economic perspective [10].

The scheme proposed in [11] addresses the sedssites
related to data security by public key cryptographyloud
computing. It also considers the issues like ofadsdfety
(service provider, internal users and from exteatckers)
Fault tolerant work flow scheduling [12] makes addailure
probability information which tries DC to serve aavhilable
all the time. A checkpoint replication at each eaather
than employing it in common node improves fauletahce
in cloud computing because the failure of centiaden will
not crash the fault tolerant mechanism [13]. Thisst to
improve availability of DC. But with the growing miber of
attackers, the schemes poses a greater delay aadtHe
time-sensitiveness characteristic of cloud
Additionally, the scheme that supports cloud nekagitould
be scalable and should not create load at DC. Sif

authenticated with the origin characteristic.
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Figure 1. Architecture of the Proposed System

This two level filtering provides adequate amount o

COMEULIN jnformation to detect the legitimacy of any reqeestand DC

serves the legitimate clients faster in any furtleguests.
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3.2 Rationale of PRS Architecture

DC Requesters can be a legitimate client or can be ar
attacker or can be a combined incoming trafficegfiimates
and attackerd-irewall prevents the misbehaving requesters
entry into the server endReflection Mirror Node (RMN)
continuously monitors the incoming traffic and dalies the
source address to detect swarm spoof attallemsparent
Mirror Node (TMN) continuously monitors the traffic
arriving from RMN and validates the source addtesdetect
dwarf spoof attacksLoad Balancer configured to bypass
only the compatible packets and the packets agium
service the certain application (web page requé,
download request, e-mail data download requeBtsit-in
Packet Analyzers of RMN and TMN extracts the header
information and passes this information to firewalprevent
the packet entry from unauthorized requester timtilsession
expires. The packet is now destroyed and furthe
transmissions of packets are denied for the unaatt
requesterData Centers are the Resource Provisioners, whict
always service only legitimate clients and even fmt
aggressive legitimate clients to improve avail&pili

When will PRS Allow Legitimate requesteisegitimate
requesters are clients who follow legitimate protqmass the
request packet probing at RMN, and with a validataf
source address along with origin pass code at TI@N.
successful authentication at RMN and TMN, the tfiesre
considered to be legitimate.

When PRS Restrict Spoof attackers wilttackers usually
follows the legitimate protocol by learning the wetk
behavior. But the intent of attackers is to launcl
uncontrollable spoofed packets and to shutdownsérgice
of DC. So, the inter-arrival pattern, back-off timexpiry,
number of attempts failed and responsive attengutsals the
attackers characteristic. Hence, any misbehaviggesters
are strictly restricted. This validation is adeguét decide
the requesters as an attacker, as the packet poohgletely
validate the incoming requester. By logging and jgarimg
the incoming requesters’ packet and the bouncieggiavith
random number reveals the swarm spoofing attacldin(d
Reflection) and dwarf spoofing attacks (Impersamti

When to Accept the New client’s requisiti@upremacy in
PRS detection scheme is that, the new requesterseated
as attacker until they are successfully validateBMN and
TMN. This leads us to improve the detection accuramur
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Figure 2: Working mechanism of PRS Algorithm

If the DC requester does not perform any attaciiagctthey
are allowed to enter in at RMN. Otherwise, the pagkobe
begins by logging the packet information and INSTIRU
packet is bounced which is a special packet tadatdi the

approach. Once the new requester becomes a registeiequester legitimacy. Based on the response, thensapoof

legitimate requester and follows legitimate profilgher
priority is assigned in session table to serviaarthguicker
rather to unregistered client requesters.

4.Working Mechanism

This section describes the flow of PRS working naeitm,
different attack types considered in our proposedianism,
and the modular description of schematic detectiowl
prevention mechanism.

4.1 Flow Diagram of PRS Algorithm

DC requesters are allowed to enter into cloud ndtvemly
through the firewall. Requesters will be blocked the
firewall when there is discrepancy in the MAC ari@
address combination.

attack is detected. Remaining validated packets are
forwarded to TMN, so that the Impersonation attask
monitored by sending a sealed sequence numberskima
for ORIGIN pass code as shown in figure 2. Thipoese
helps in detecting the man-in-the-middle attack. On
validating the requester as a legitimate cliengythare
serviced through a secured channel. This channieéésof
attack. RMN and TMN are connected to DC, the daimct
mechanism acts as intermediary approach rather ¢hdn
host based approach.

4.2 Types of Spoof attacks

Among the several types of spoofing attacks, thieviing
attacks are addressed as they are launched onf lfhal
clients and destruct the DC resources.
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Type I: Hiding attack

| Striving to identify
original source

Source: Randomg©

‘ Dest: DC 1 ‘
——
Spoof m———— Client
Attacker

DC
Figure 3. Hiding attack

In figure 3, Attackers simultaneously send a langmber of
spoofed packets with random IP address. This @edtaos
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and prevent such threats than identifying attackrc®
launchers. The several ways to launch this typstatk are:
« Create a Botnet to launch attack against the attacget

* Hundreds of distributed human attackers
« Spoof the existing legitimate clients

Of all these kind of attacks, spoofing is the otylge where
the methodologies like tracking the source is atmos
impossible as the attacker disguise as anothdimege.

The proposed detection algorithm would detect theckers
as early as possible and outwit them from furtleeeasing of

at DC to process which specific packets as legtBmaDC resources as explained in this Section.

packets.
Type II: Reflection attack
Source: DC;
‘ Dest: Client | ‘
Spoof o y—
Attacker ~ Client
ey ' REPLY MSG
Rephes w:mou! | - Source: Client;
 prior requisition £ Dest: DC

DC
Figure 4. Reflection Attack

In figure 4, the attackers send spoof packets aatirce IP

4.3.1Traffic Monitoring

Whenever the DC requesters direct the request tmakey
have to be monitored and classified as normal ooabal
traffic, prior to detection. Based on the incominaffic, the
decision could be made whether the incoming traific
normal or abnormal. If the traffic condition is nual, they
are forwarded without detection, this leads (typ |
Impersonation attack) to reach DC. Only when thisran
abnormality in the traffic condition, they are famled to a
separate module for detection. But this issueimieated in
our scheme because RMN acts as spoof anomaly detect
and also as traffic analyzer. So, RMN keeps trdcgazket

address as victim to any unknown user. This causesnted characteristics and their pattern for each cliehtctv lets
responses reaching the victim from unknown user anghiN to detect the behavior of each requester.

increases the flood rate

Type lll: Impersonation attack

In figure 5, the attackers send spoof packets thighsource
IP address of any unknown legitimate user and asts
legitimate user. This is equivalent to man-in-thigidte
attack. Spoof attacker receives requests from tclaemd
spoofs IP and forwards the requests to DC acting
legitimate user.

[ Packets

‘ from Client |
Source: Client; [y
‘ Dest: DC e ; 5 ‘
—
»
Spoof ‘ Client
Attacker =
DC

Figure 5. Impersonation Attack

The responses of DC are again processed interradaaid

send to clients. This leads to confidentiality eswand data
theft / data loss at DC.

Black arrows in figure 3, 4, 5 represent the spmaxkets. If
no proper detection mechanism is not in place Diiecould

respond badly or lead to partial shutdown of sewic

4.3 Design of Spoof Detection and Prevention Algorithm
in PRS

DDoS, a serious security threat and hard to dedscit
involves several distributed attackers. It is feksio detect

4.3.2Swarm spoof attack detection

Swarm spoof attacks are of two types such as Tyyieling
and type Il Reflection This attack detection isfpened at
RMN (Level 1 detection).

as

Algorithm 1: Swarm spoof Attack Algorithm

Input: Incoming traffic packet

Output: Type | and Type Il attack detection.

begin

Foreach (incoming packet)

Packet_Bounce ();
Packetinfo_Log ();
Packet_Extraction ();
Src_addr_Validation ();

end

Every incoming requester’s packet that reaches RiilNbe
probed by thePacket Bounce phase of Algorithm 1.
Reflection Mirror node, RMN, bounces the INSTRUCT
packet (which is very small size and has random barm
usually 16 to 64 bit and is valid only for that pewlar
bounce) to the requester immediately and waitstéoreply
over a short period of time (usually time-out pdjioThis
can be achieved by triggering the back-off timdre Tandom
number of this small length can be very well relas we
maintain back-off timer for each bounced packet.e Th
probability of cracking the random number is vessd
because once the timer expires, the INSTRUCT paalket
expires. At the same time, increase in back-ofetiperiod
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could cause overhead to the other buffered regqueesisd
imposes huge delay. To avoid buffer queue overtaat]
delay, timer value is maintained as small as ptessib

On bouncing the packet, RMN logs the packet infaiomaat
back-end in thePacketinfo Log phase. RMN logs the
details (tabulated below in Table.1) of the incognimaffic
that helps in identifying the requester behavior.

Table 1.Details of RMN Log fields and their purposes

RMN Log field | Purpose

Client IP For Later Verification

Inter-arrival time| Discriminates the incoming client as
of each packet | legitimate or triggers flood

Aids RMN traffic analyzer to monitor
the compatibility with application
specific requests

Request packet
type and size

Contains the information about the
generated random number and the
requester whose INSTRUCT packet
has been bounced

Bounced packet

Notifies the time-out for

requester

Back-off timer eacn

Number of
Failure attempts

Distinguishes attacker and legitimat

D
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Combination of MAC and IP address with INSTRUCT
packet validation is unique for each requestengttine and
this assures the type | and Il attack detectiormé&teing
traffic is fed to TMN for further processing. Thisvel of
detection identifies the spoof attack that floodhagh rate.
Now, the next level of detection at TMN processhs t
remaining traffic for other attack detection.

4.3.Dwarf spoof attack detection

Dwarf spoof attacks are type Il attack (Impersargt
Combination of MAC and IP of any incoming requestés
only a part of our detection to outwit swarm spedtack
type. Rather there are attackers’ who learns nétWwehavior
and launch spoof attack which resembles withintilegite
profile. They are the attack source which floods #ttack
target with arbitrary attack packets and followsitienate
profile which cause low rate flooding attack. These weak
attacks result in client’'s data theft and otherfictemtiality
related issues. This attack detection is performed MN
(Level 2 detection). Even the intelligent spoofakt activity
is detected at this stage with the help of seakmliance
number and origin pass code validation.

The limit (number of packet logging per second) toé

packetinfo_Log can be set to a larger number dt hitack
prone zones which in turn improves the processamability

and attack detection proportionately.

On successful logging, the packet is extracteddentifying

MAC address in th®acket_Extraction phase. MAC address
extraction performed at the back-end helps in dietgdhe

attacker appropriately with a negligible amountiefay. The
attacker with spoofed IP easily intrudes the cloand

triggers flooding at a high rate. Hence, it is matody to

have an unambiguous identification for each clieMAC

address and IP address combination of each cliealdc
serve the purpose. In real-time, we suggest corisgi¢he

browser session ID to MAC and IP address combinabio

each machine because the same physical machire work

with virtual machines or the same client can alsg ih to
two different browsers of same machine.
Src_addr_Validation is an important phase in detecting th

spoof attackers. The response received for the dsaln
INSTRUCT packet is matched with the RMN triggere
random number. Matching could partly validate tberse,
but is not a perfect detection. There is a possilfor failure

if the spoofed attacker replies with random numbeugh it
is very rare. The INSTRUCT response packet's MA@ Bh
address combination is compared to the requestanisial
request’s MAC and IP address. On successful mttel,are
validated at RMN (level 1) detection and are fomeat to
TMN (level 2) detection.

At this level, the Hiding spoof attacker and Retfil@e spoof
attacker is detected and dropped. The IP and MA

combination information is sent to firewall for pesting
their further entry. It is advisable that for anighh attack

prone zone, the back-off timer, number of failutteempts
could be made less for improving the availability @C.

Otherwise, attack requesters gain advantage witlopged

Algorithm 2: Dwarf spoof Attack Algorithm
Input: Remaining traffic packets and its information
after Type | and Type Il attack detection.
Output: Type Il attack detection and legitimate client|
classification
begin
Foreach (incoming packet)
. are
Packet_process ();
Origin_passcode_quest (); n
Passcode_validation (); L of
Packet _Transit (); F O
end
Table 2.Details of TMN Log fields and their purposes
TMN Log | Purpose
field
¢ Validates the packet information that
RMN Flag arrives from RMN.
e « Setto 1 for successful logged packets
¢ Necessary for retrieval of requester origin
d pass code
« Improves confidentiality
« Contains the sequence number
e« Tracks number of times the packet |is
Sealed processed
sequence e Initially set to 0. Tracker incremented by
Number lon each packet extraction
e TMN should receive tracker ID with 1 tp
obtain confidentiality. Otherwise, Alternate
channel can be chosen for further
communication
\C *  Also detects the man-in-the-middle attack.
Origin pass| Secured code, created on account creation|and
code response | not known to any other individuals.
Number of| incremented until the maximum number |of
Pass code attempts reached
attempts

Time-out and number of failure attempts. At thagst, all the
Hiding and Reflection kind of spoof attack is deétec
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On successful logging of packet information,
Origin_passcode_questphase in Algorithm 2 quests the
origin pass code for authenticating the legitin@ients. Pass
code is created only for the legitimate clientshet time of
account creation, acts as additional security cdté origin
pass code can have some protocol to be strongerwitite-
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TMN'sAs we deal with spoof detection algorithm, we carly on

IP address, so, we add a new functionality of etima and
validation in Algorithm 3 named Packet
_source_addr_validation. Based on the packet MAC and IP
address we detect the spoof attack threat. So,hoatt
detection, the MAC and IP combination is forwarded

protected even for the account holder to improve thirewall, further flooding towards DC from any suthreat

detection accuracy. Write-protected pass code ceaklly
predict the legitimate client and any attempt targe in
origin pass code or incorrect pass code could Ibsidered
as spoof attack. We suggest the usage of somewigjight
crypt key for transmission of origin pass code.

The requesters must respond with the acknowledgenfen
sealed sequence number and also the origin pass iood
Passcode validation. The received pass code has to b
compared with database and validated, if the vadidais
successful, the clients are considered to be tegig and
spoof attack otherwise. The special case is oltgitiie right
acknowledgement for the sealed sequence numbewibut
incorrect origin pass code. At this juncture, westrmonitor
the inter-arrival time of such requester. If inggrival time is
very less (imitates DDoS attack), the packet isppeal.
Otherwise, the client can be given some limited Ineimof

initiators are restricted based on source addrag$ation.

In the Decision phase of Algorithm 3 if the attack sources’
MAC found in firewall Access_Control_Restrictiorstlj then
the attacker is prevented from accessing the DGuress
and the packets are dropped off. For efficientdeag, the
addresses could be placed at hash tables. Firelsalbacts as
a preliminary traffic analyzer to prevent the atexcMAC
address source until their session expiry.

Prevention isthe mechanism where the identified attackers
are immediately restricted at DC end. The imporfdiAtC
and IP address combination reveal the attackelctexistic.
The attackers are blocked until their session gxpite
packets are blocked based on the MAC addresseatdit.
The requester could only reach RMN after the cirsession
expiration.

Our algorithm detects the various spoof attack ahrat

attempts and if the maximum number of attemptshedc various levels systematically. Firstly, it detetite attackers
with incorrect pass code, the requester is consitles be a who launch the attack at high rate and the traffic
spoof attacker (Impersonation attack) who folloegitimate considerably reduced at next level to detect the tate

protocol.

On validating the requester’s packets, it is fdastb allow
the packet to access DC Racket Transit phase. If any
deviation in inter-arrival time is observed, theg dropped.
In this stage, TMN detects the Impersonation spattdck
based on the pre-extracted packet's informatioralese
sequence number, origin pass code validation. figligs in
detecting the Impersonation spoof attack and mahen
middle attack. Thus at TMN (level 2) detects dwspbof
attack i.e., attack threat but with less strenggually
launched for any data theft at DC end or the diesgnsitive
data. The authentication marked based on MAC and
combination helps in rapid transmission for legétes until
the legitimate session expires.

4.3.4Spoof attack prevention

As is it tough to detect the attacker, they arbdooutwitted
immediately to prevent any serious disaster at D@. &o,
we employ firewall which continuously monitors the
incoming traffic. When any abnormalities found, ythare
prevented by restricting their entry and droppirgeirt
packets at firewall. This in turn improves the #afaility of
DC only to legitimate clients.

Algorithm 3: Spoof Attack Prevention

Input: Incoming traffic packets
Output: Attacker entry prevention.
begin
Foreach (incoming packet)
Packet _source_addr_validation ();
Decision ();
end

attack. Once this initial authentication schemevaidated,
the attackers are detected and outwitted. Suceessiv
legitimates transmissions will have no delay ancealed
towards DC, where DC process only legitimate client
requests. This way the proposed Packet Resondratedy
(PRS) Algorithm detects and prevents the attackersher
entry by monitoring at the firewall.

5.Experimentation and Performance

Evaluation

llphis section describes the experimental scenarid an
performance analysis with important factors thaghhghts
the advantages and necessity of the PRS deployfoent
detecting and outwitting the spoof threats at D@.en

5.1 Experimental setup

We tested our proposed mechanism as simulatiorriexget

in OPNET Modeler as per [14], [15], [16]. The expents

are performed in a campus network where DC reqiseate
grouped in three subnets and each subnet has dgbt 40
workstations. 400 attackers and 1000 legitimateentsi
requesting for application-specific requests athesgbnet.
This way we created the attacker and legitimatdilprand
other devices which would be needed to test owrlgn as

an experiment. The traffic represents internet tedgroup

of spoof attackers are activated at varying tinterirals. The
attack profile is replicated to increase the attairkngth to
engage the DC resources like bandwidth, CPU, Men@ny
the whole, our experiment has 3000 clients and 1200
attackers. But we also evaluated with different bamof
attackers to measure the detection strength.
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5.2 Performance Evaluation

5.2.1Email Response Time

Email response time is the statistic measured astithe
elapsed between sending requests for emails argivireg
emails from email server in the network. This timeludes
signaling delay for the connection setup.

350 T T T T T T
gl T Email response time (without PRS) —+—
Email response time (with PRS)
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Figure 6 shows the response time of legitimate lerequests
of DC without PRS and DC with PRS. Increase
application-specific (Email, FTP, HTTP) responseneti
symbolizes the poor performance of DC. DC witho®SP
shows frequent spikes in responding email requéstize
(100 KB — 2 MB) can be seen in figure 6 shows Dfves
the intended clients very poorly. In contrast torfer, DC
with PRS initially took time in detecting the atkac

behavior which can be seen as a spike and it Eglin 0

gradually, due to periodical activation of othetaekers. On
successful detection, they are outwitted by blogkiat
firewall which results in quicker response to itgended
clients.

5.2.2FTP Response Time

FTP Response time is the statistic measures adirttee
elapsed between sending a request and receivingshense
packet. Measured from the time a client applicaends a
request to the server to the time it receives porse packet.

Every response packet sent from a server to an F

application is included in this statistic.
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Figure 7. FTP Response time
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of size (500 KB — 5 MB) and it never fall down basa of
the attackers’ spoof launch which can be seergimdi 7. In
contrast to the former, DC with PRS steeps ands ttee
reduce response time by outwitting attackers ah @ane
interval which gradually provides better respongeetto
requesters because of varied size of data downleag®sts.

5.2.3HTTP Response Time

HTTP Response time is a statistic that specifiae tiequired
to retrieve the entire page with all the contairiatine

objects. This statistic also includes the respdinse for each
inline object from the HTML page.

Figure 8 shows the response time of HTTP requdsBCo
without PRS and DC with PRS which are usually ire sf

about 10 KB- 200 KB. DC without PRS shows the Eimi
attack pattern that is equivalent to email attaekiqun in

figure 6. As the request size is comparatively fesHTTP,

so is the response time of application. In contrB& with

PRS still responds better to the HTTP requests ftben
origin than DC without PRS in figure 8.
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5.2.4Task Load at DC

Task Load represents the current number of Apjdinat
sessions on the DC. This statistic is intended dwigde you a

picture of how loaded the server is with Applicatgessions.
Here Tasks/sec actually correlates to Sessions/sec.
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Figure 9. Task Load at DC
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Figure 9 shows the load in terms of applicatiorc#fetasks.
DC without PRS imposes huge number of load at Dthes
incoming traffic is a combination of legitimate amsgoof
attacker. In contrast to former, DC with PRS createssions
only for legitimates where the session update Qolézal time

Figure 7 shows the response time for FTP data caehl out) is carried out at regular intervals even ocrease in
request of DC without PRS and DC with PRS. DC witho number legitimates and their task load. The gradual
PRS creates a steep raise in response time for&qiests oscillation shows the session creation and expiryD&
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which results in normal behavior of DC, which i in
figure 9.

5.2.5Link Throughput (bps)

Link throughput is the statistic represents theraye number
of bits received or transmitted successfully by réneeiver or
transmitter channel per unit time, in bits per secoAs the
traffic includes both legitimate and attack pattemnconsider
only the legitimate data traffic that reaches th€ &nd
recorded at each transaction.
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Figure 10 shows the link Throughput of DC witho&$and
DC with PRS in terms of bps (bits per second). D eut
PRS could not detect the attackers’ traffic flookich leads
to reducion in legitimate traffic throughput as thek is
completely flooded with distributed spoof attackdn
contrast to former,
behavior and eliminates them which in turn allogitienate
traffic to reach the DC without any rigorous pragieg
overhead.

5.2.6Link Throughput (pps)

Link Throughput is the statistic that represents @verage
number of packets successfully received or tranechlty the
receiver or transmitter channel per second. As tthffic
includes both legitimate and attack pattern we iciensonly
the legitimate traffic packets that reaches the B
recorded at each transaction.

Figure 11 shows the link Throughput of DC witho&$and
DC with PRS in terms of pps (packets per secondure 10
and figure 11 has the same pattern as they reqréisen
average legitimate traffic throughput but with diént units.
The intention of figure 11 is to prove that the letc
processing per second of legitimate packets at @K MRS
is quicker than DC without PRS
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5.2.7CPU Utilization

CPU Utilization is the statistic reports the utliion, in
percentage (%), of the 'CPU'. This statistic measuhe
utilization of central CPU only. It does not measuhe
utilization of CPUs used for IP slot processing.
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Figure 12.CPU Utilization
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Figure 12 shows CPU utilization of DC without PR®1&C
with PRS. CPU utilization is the rate of CPU us&ge. CPU
utilization discussed here really means the ste¢d3C, as
each DC employed with several physical hosts. Dot
PRS shows vigorous oscillation of CPU usage rgieesents
partial shutdown of service or poor service toifttended
clients which can be noticed as 100% CPU usage inate
figure 12. In contrast to former, DC with PRS inds attack
pattern for short period of time, after the detmttof spoof

DC with PRS detects the atteke attackers, the utilization reaches normal level aodtinues

to serve legitimates. Small peaks after detectitnows the
application-specific tasks completion and acquirioter
tasks from other requester. This task completidicates the
session expiration. This task completion time issldor
legitimates and more for attackers because of lkatac
request rate and size.

5.2.8Active legitimate connections

Active legitimate connections are the statistic ahhiis
measured as the total number of active legitimdients
connected to the DC that are logged at each pditime.
Figure 13 shows the number of legitimate clientsnexted
to DC with PRS and DC without PRS.
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DC without PRS shows the numbers of active legittma
clients’ connections are restricted to very lesanestions

which symbolize the poor response and increasealy del
the legitimate clients. In contrast, DC with PRSsantly

acquires the number of legitimates connection at &d
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exponentially
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increase because of the attackeryentfigure 15 shows the number connections aborted Gt D

restriction. Figure 13 shows the performance haeenb Connection abortion is the result of resource uihalvidity

improved by logging more number of legitimate castiman
at DC with PRS which ultimately shows the perforo®is 3

times better than the DC without PRS at the timespdof
attacks.

5.2.9Retransmission count

Retransmission count is the statistic that meastimegotal
number of TCP retransmissions in the network. \&itivhen
data is retransmitted from the TCP unacknowledgsfteh
This statistics indirectly shows the failure rafelegitimate
connection.
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Retransmission is a symbol of failure of responsenfthe
requester or the sent request is broken, this cteaization is
shown in figure 14. Increase in retransmissionltedu delay

in connection and resources (Time and Memory) wgasta

Attackers populate requests towards DC and if D€sdwot
receive response, retransmission is done. Thisreotty
creates a denial of service for other waiting retprs. At

which is the characteristic of DDoS attack. Launghi
distributed spoof attack is also a characterisficD®0oS
attack. DC resource without PRS is continuousiytrdeted
by attackers’ request and leads to connection iglmoat each
of time. Whereas at DC with PRS, the detection thasethe
behavior took small fraction of time, and later the
connections are not aborted. This shows DC emplayitid
PRS has no symbol of DDoS after the attacker detect
Though the attackers are activated dynamicallyiy thiAC
and IP combination reveals the attack characteristi their
requests are dropped until their change in behalzi@rwith
PRS destroyed 900 connections initially becausg tbguire
some behavior of requester to detect. DC withou® PtRe
connections are aborted endlessly because of swpoof
attackers.

Overall performance evaluation shows the bettenlt®gor
application-specific response time, reduced taskd,lo
increased the legitimate connections to DC andiderable
reduction in legitimate connection abortion. Resraission
count reduction proves less failure for any legiien
connections.

6. Advantages of Proposed Model

We have discussed sufficiently regarding the peréorce
that we evaluated in our experiment. One of the tmos
important advantages is the ability to detect eaitiased on
the behavior. We have proved the response timeo#mer
important attributes are efficient than listed aut[2]. We
have also experimented with the varied number taickers
and found the detection strength is suitable fqrrowing the
Quality of Service in cloud computing. Detectiome®gth is

figure 14 DC without PRS have more retransmissionfe siatistic which measures the number of actitaeleers at

indicates huge loss of packet delivery and resultenial of
service for buffered requesters. Contrast to forr& with

any of time.

1400 T

PRS have less retransmissions and improves theepac
delivery fraction. This proves the number failuees more at
DC without PRS and DC with PRS works well as thenber
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retransmissions are restricted (based on the MAC I&x
ORIGIN pass code) and further requisition is blathe
firewall which proves the efficiency in detection.

5.2.10 Number of connections Aborted

Number of connections aborted is the statistic thaasures
the total number of legitimate connections abotigdhuge
traffic. Increasing the number of connections athetime a
TCP connection is aborted at this node.
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Attack attempts are high initially and these attesmwere
blocked at firewall at later sessions. This provesr
mechanism works better even with 1200 distributpdo$
attackers. The intended RMN and TMN not only detect
attackers based on the packet bounce. They alschi®g
details like packet inter-arrival time which wheantbined
with MAC address resolute the attack scenario aml t
attacker is detected. After validating at RMN, tattack
threats are neglected and less number of packftsnarded
to TMN, as the number of attackers is outwitteceatlier
level of detection.
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