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Abstract: Wireless Sensor Networks (WSNs) are a set of tinextension of our previous work [15] is done. Thaef
autonomous and interconnected devices. These ravdescattered ensures a detection phase and it can detect faottgs. The
in a region of interest to collect information abdhee surrounding performance analysis shows that the proposed #igori
environment depending on the intended applicatibm.many outperforms the compared algorithm in terms of pack
applications, the network is deployed in harsh mmrments such as delivery ratio, fault recovery delay, control andemory

battlefield where the nodes are susceptible to damim addition, : .
nodes may fail due to energy depletion and breakdawthe overhead. In short, our main tasks can be sumnthrze

onboard electronics. The failure of nodes may lesome areas follows: o i ]
uncovered and degrade the fidelity of the collectath. Therefore,  Elimination of faulty nodes detected in detection
establish a fault-tolerant mechanism is very cluc@iven the phase (described in details in [15]);
resource-constrained setup, this mechanism shmpdse the least + Selection of recovery nodes to replace the faulty
overhead and performance impact. This paper focoisegcovery nodes;

process after a fault detection phase in WSNs. WWasemt an « Simulation of the DFTA in order to highlight its
algorithm to recover faulty node called Distributédult-Tolerant performance

Algorithm (DFTA). The performance evaluation istésbs through

simulation to evaluate some factors such as: Paiietery ratio, The rest of the paper is organized as follows: iSec

control overhead, memory overhead and fault regodetay. We
compared our results to a referenced algorithmitE2etection in
Wireless Sensor Networks (FDWSN), and found that DETA
performance outperforms that of FDWSN.

Keywords. Wireless networks, fault

connectivity restoratian

sensor

|. Introduction

A wireless sensor network (WSN) consists of a fgsi
large number of wireless devices able to take enwiental
measurements. Typical examples include temperaligtd,

sound, and humidity. These sensed data are traadnoiver

presents some related work. In Section 3, we desarur
recovery algorithm and illustrate it through exaesplWe
provide in Section 4 performance results and irtiSe® we
conclude the paper.

tolerancep Related work

Several works are proposed to detect and recowvdtyfa
nodes in wireless sensor networks. In [16], theheust
proposed a detection technique to eliminate albrevous
sensed data generated by faulty node. Wang et gl.hve

proposed an approach based on cascaded movement to

replace a faulty node by replacing it with a neartmde,

a wireless channel to a base station (BS) that gakwhich in turn gets replaced with another and souatil

decisions based on these data [1, 2]. WSNs hail&dtéd
our daily life, such as medical monitoring [3], i@ty
surveillance [4, 5], vehicle monitoring [6], homatamation
monitoring [7], habitat monitoring [8], building rsictures
monitoring, and industrial plant monitoring [9-11].
However, in some applications, nodes are deployed
remote and harsh environments (forest fire, eagkeuor
chemical spill). In such areas, nodes can be falleglto the
energy depletion, hardware failures, communicatiork
errors and even intrusion from attackers. Thesélpnas

reaching a redundant node. The authors in [18]loakb

movement of nodes is needed to sustain degree-two

connectivity even under link or node failure, by vimg a
subset of nodes. However in DARA [19], the mairnaideas
to detect the failure of an actor and replace #iled actor in

a cascaded manner. The previous work was enhamced i

[20]. They use the connected dominating set (CDiShe
whole network in order to detect the cut-vertex enoéfter
detecting these nodes, each node picks the apatepri
neighbor to handle its failure in the case of falin future.

reduce the quality of the gathered data and théreent 1 he objective is to choose a neighbor that maypaotition

network. At this stage, it is necessary to set upeahanism
to ensure the quality of the collected data in otdeallow
taking suitable decision. Therefore, WSN shouldspss a
mechanism of fault tolerance. It can be definethasability
of a system to deliver a desired level of functlipan the
presence of faults [12]. Fault tolerance shouldsegously
considered in many sensor network applicationsualbt,
extensive work has been done on fault toleranceitahds
been one of the most important topics in WSNs 43,26].
In this paper, in order to recover the system afbeit
detection phase, a distributed fault-tolerant atgor for
WSN called DFTA is proposed. To achieve the prohasa

the network. However, iln [21], the replacementled failed
node is done only by its direct neighbors. Akkayale[22]
presented the new distributed partition detectiomd a
recovery algorithm (PADRA, PADRA+) to handle the
connectivity problem through detection of possiméetitions
after the failure of the cut-vertex node is obsdrwe the
network and restores the network connectivity thgrou
controlled relocation of the movable nodes. Yougisal.
[23] proposed a localized distributed algorithm lexl
recovery through inward motion (RIM) for the netkor
partition recovery. The main idea is to move thdiren
neighbor node(s) towards inward direction of thieeéhnode
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so that nodes can discover each other and recoagryake
place. A distributed fault detection algorithm f9vSNs

named FDWSN has been proposed in [24]. Every node

discerns its own status in view of local comparsaf its

sensed data with the data of neighboring nodeg fones to
detect transient fault. The authors used a redwydaratrix

to save all results of comparison. After, the statfithe node
is declared as good if the sensed data are sinkilaally,

each sensor node with a defined status will brostdita
status to its neighbors to facilitate them for dmieing their
own status. This scheme can detect and isolatéyfaables
with high detection accuracy. Transient faults aso

tolerated by using time redundancy.

In the present literature, it supposed that WSN
previously requires a mobile nodes which they casven
without any constraint. This assumption is not gasgnsure
in real environment and in all applications. Weiced also
that some nodes with low battery power are incapatldo
the recovery process (i.e., which requires nodegement)
due to their low battery power and their position the
network. The detection of faulty node in many poes

works is based oHello message mechanism. This technique

is not efficient to identify all faulty nodes (i,emalicious
node). Therefore, a novel algorithm is needed tealeand
recover faulty nodes without hard assumptions.

proposed algorithm uses our scheme (described5]) f

Our
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in detection phase); or
« at a faulty node does not have any neighbor inpsige
state (i.e., all sleeping nodes, belong to thaltyfauode,
and are already activated).
The idea is to substitute the faulty node by apstee one
with a connectivity degree higher and belongs ® shme
cluster. Using this technique prolong the globatwaek
lifetime by using a sleeping nodes and avoid partiof the
network by replacement of the faulty nodes. Fot,tloar
algorithm consists of two phases: an eliminatioagghand a
recovery phase. We describe them in the following
subsections.

is

Figure 1. Example of clusterGH,).

detect faulty nodes and assumes an efficient regove 3.2.1 Elimination phase

process.

3. Distributed Fault-Tolerant Algorithm

In this section, we present our proposed algorithamed
Distributed Fault-Tolerant AlgorithnDFTA). We begin first
by defining some assumptions. We then provide detdi
the mechanism used for recovering faulty nodesTA
operates in two phases: (a) First, eliminationanfity nodes
from the network. (b) Second, selection of recovesgies.

3.1 System Assumptions

A WSN is typically consisting of a large number riddes
scattered over a region of interest to monitor aiqdar

physical phenomenon. Some assumptions, complyin wi

practical aspect, have to be considered in ourrigfgw. The
first assumption is that all sensed data are faterfrom
sources to a central node called Base StatB®§ (ia

This phase is divided into three steps: creatiorhedlthy
node’s vector step, selection of sleeping node steg
elimination of faulty node step. The following sebtons
describe each step.

(a) Creation of Healthy Node’s Vector Step

EachCH creates a vector of healthy nodéH{N) which will
contain all nodes belong to this cluster. This sselaunched
just after deployment of the network. We consideiuster

CH; represented in Figure 1. So, (Gel; will create a vector

of node VHN, (see Figure 2) and insert dlDs of nodes
belong to this cluster

©® |2 @ |0 @ [» o

Figure 2. VHN (caseCH).

‘36

Cluster-Heads GH). The second is that, all nodes are (p) Selection of Sleeping Nodes Step

stationary and its batteries cannot be
recognize that local processing may occur to redwezall
communication costs. The next assumption we malkbais
all nodes are homogeneous in

rechargece W

In this step, theCH chooses which nodes should be in sleep
mode. TheCH can take into account the energy remaining of

terms of energd node, the geographic position of a node, or tgree of

communication and processing capabilities. They aconnectivity of a node. In this paper, we basedhendegree
assigned a unique identifietD)). Finally, we also assume Of connectivity of nodes, i.e., theH selects the node that

that we do not have malicious attacks on the nééwor

3.2 Algorithm Design

If a node is diagnosis as a faulty one, then ituhde
eliminated from the network and replaced by a steppode
to ensure its functions (such as sensing and mutatkets).
One of the sleeping nodes belongs to the sameec|usiil
take the place of a faulty node. The same procdss
replacement will continue until arriving:
» at the black list will be empty (i.e., if a faultyode is
recovered by a sleeping one, then it will removexinf
the black list. This list contains all faulty nodéstected

has fewer neighbors. To start the selection ofpshgenode,
the CH broadcasts Req_nnmessage to know the number of
neighbors of each node. When a node receiv&e@ nn
message, it will respond witResp_nmmessage to inform the
CH about the number of neighbors in its transmissinmge.
When theCH receives alResp_nmmessages, the selection of
sleeping nodes is launched by selecting only noalitls
number of neighbors is less tharthreshold ¢ can be equal
to the average number of node belongs to the saumseeq.
The CH sends aGo_Sleep_msgnessage to all selected
nodes. A response likeesp_Sleep_msgessage, it will be
sent by the selected nodes to indicat€ltbthat they will
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Figure 3. Example of message exchanging betw@ehand ich{Go_Sleep_msg)
selected sleeping nodes (35, 27 and 22). |, _35(Resp_Skeep_msg) _
- . P 1 PR | R :27(Resp_Sleep msg) __
switch to sleep mode. E.g., consider Figure 1. Ut ~

selects for example nodes with IDs: 35, 27 andT2& IDs B N N -
of selected nodes is encircled (see Figure 2). rEigsi Figure 6. Message exchanging required for selecting RN

represents message exchanging required to seksapirst) (level 2).
nodes (the figure shows only message exchangingeket
CH; and three nodes 35, 27 and 22). To do that,CH will send aWakeup_msgnessage to these

, nodes (sleeping nodes selected). So, the trandiétween
() VHN's Update Step the two states, active and sleeping, is ordereth&¢ZH and
After the phase of detection of faulty nodes (seeemietails it is performed based on messages exchanging {geeeH).
in [13]) theCH holds a black listBL) which contains all the We implement this technique ©H, to minimize the number
faulty nodes detected. They should be eliminated aiof active nodes. Such technique permits a maximozabf
removed fromVHN. So, to do that, evei@H updates its own the lifetime of the entire network.
VHN by proceeding to an elimination of all faulty ned®
from the vector. E.g., consider the example in Fégl. We
suppose that node 30 BL. So this node should be removecThe process of selection of recovery nodes imphes
from the vector (we just underlined its ID in Figug). The activation of some sleeping nodes. TIEH sends a
next subsections describe the steps required éoretbovery Wakeup_msgnessage to all sleeping nodes belong to the
phase. same cluster of the faulty nodes. However, thepéhgenode
belonging to other clusters, that do not contaig &ulty
nodes, its correspondinGHs do not send any messages.
This phase describes the recovery process laurhét. It  E.g., consider the previous example in Figure & sfleeping
is performed in two steps: selection of recovergenand nodes which receive th&akeup_msgre: The nodes 22, 27

(b) Selection of Recovery Nodes Step

3.2.2 Recovery phase

updating ofVHN. and 35.
o At receiving theWakeup_msgnessage, the sleeping nodes
(@) Principe turn their radio on and send back a wakeup

DFTA recognizes two transition states for nodes as stiow acknowledgement messag&Vdkeup_ack to the CH to
Figure 4, active and sleeping. Initially all nodas the indicate its new state (active state). T@El sends now a
network are in active state. This means that atlesowill "equest Req_hop_regr to know the number of hops
turn their radio on until receiving a message (Sleep_mgg required to reach the faulty nodes from these sigepnes.
from the CH (see previous subsection) to switch their radi "€ Sléeping nodes update their routing table asfand to
off and move to sleep mode. Returns back to theeastate he CH using a simple packetResp_hop_regr The
happens when theH selects node (it is in sleeping state) tStructure of this packet is described in Figure 5.
recover one or more faulty nodes (more details éxtn
subsection). srcid |desid |Fn(1)_id|hops_nd |Fn(2)_id |hops_nd
recieve ‘Wakeup_msg *

........... fn(n)_id |hops_nd

@ Figure 5.Packet format.

When all Resp_hop_reqreceived, theCH creates a Hop
Required Table HRT). This table is used to choose the
appropriate recovey nodBN). E.g., the Table 1 summarizes

recieve ‘Go_Sleep_msg *
Figure 4. The DFTAnode state transitions.
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the number of hops required for the nodes 22, 273mto requires a set of iterations that consumes batperyer
reach the faulty nodes 30. which increases faulty sensor nodes.

The CH chooses nodes which require fewer hops to reach

faulty nodes. E.g., consider the Table 1, the naitle ID 22 10 ; ' ' ;
needs 1 hop to reach node 30. So,Gheselects it aRN A
Go_Sleep_msgnessage is sent to the not selected nodes
(e.g., 27 and 35) to go back to sleep mode. A mEspo
Resp_Sleep_msmessage, it will be sent by the selected
nodes to theCH. Figure 6 shows the previous exchange
messages.

Table 1. HRTof clusteri (FN=30, Sleeping nodes=22, 27,

Packet Delivery Ratio (%)

75 b LAt

35)
70 -
Sleeping node ID Hop required
22 1 6
27 1 FOWSN -+~
35 2 o » éo Ao 50 éo 7‘0 éo % 100

Number of Nodes

¢) VHN's Update Ste
© P P Figure7. PDR vs. number of nodes, TP = 2mW.

The CH should update the vector of healthy node after a
recovery process. All sleeping nodes that are tadetor 100
recovering faulty nodes should be mentioned/HN. E.g.,

95 - \—\
consider the example in previous section, the neide ID /\/\/

22 will be considered as an active node. % -
Table 2. Simulation parameters. T oesf
o« i
Par ameter Value 5 wl ISP
Area size 1000 x 1000 3 a7
Number of nodes 20, 40, 60, 80, 100, 200 T sl
Transmission power 2mw, 4mw < 4 wemot
Transmission channel Wireless channel 0b.7" .
Propagation model log Normal path loss model i
Data packet size 32 bytes 65 |- 1
Bandwidth 200 Kilobytes/second DFTA ——
Radio layer CC2420 radio layer 60 ‘ ‘ ‘ ‘ ‘ ‘ L FOWSN -+~
H 10 20 30 40 50 60 70 80 90 100
Queue size 50 packets Number of Nodes

. Figure 8. PDR vs. number of nodes, TP = 4mW.
4. Evaluation

1600 T T T

We have conducted several series of simulationsgutiie
TOSSIMsimulator [25] in order to evaluate the perform@anc 10|
of our proposed algorithm. For comparison purposes,
take as metric the packet delivery ratlDR), the control 1200 |-
overhead CO), the memory overheadVO) and the fault ’
recovery delay KRD). The key simulation parameters are
summarized in Table 2.

4.1 Analysisof Packet Délivery Ratio (PDR)

3

<

3

o

5 1000 |
5

] e
s

©

o

g

E

z

800

Packet delivery ratio is calculated as the numbigrackets
received by a receiver divided by the number okptesent
by a sender. This metric characterizes the pergents

DFTA —+—
successful source data packet delivery; ideallg,ghould be ol
100%. Figure 7 shows the total number of data gacke ) Number of Nodes
received by theCH over the number of nodes (with node Figure9. CO vs. number of nodes, TP = 2mW.

transmission power (TP) set to 2 mW). We remark tha _
amount of data collected by tBSfrom every sensor node is 4.2 Analysisof control overhead (CO)

much more important with ouDFTA algorithm then the Tne getection and recovery of faulty node is anitaml
FDWSNprotocol. We can say th&DWSNgenerates more (ay in WSN. It requires extra control packets.sThietric

trafic which causes a set of collision in wirelebannel. The computes the additional control packets neededetéopn
retransmission will become more frequent and thé& R 4 recovery process. In Figure 9, we noticed fbaboth

decrease. To test our algorithm’s performance, \®8eMWP  pETA andFDWSNincrease with the increase of the number
= 4mW. The Figure 8 shows a good result, which €01 ot nodes. More nodes require more control packets t
the accuracy of our solution. When we increase thychieve the recovery process. However RBAVSNprotocol
transmission power, the number of neighbors of veno ses more control packet comparing with @FTA since

sensor node increases. However, for FDWSN, we @tiCihe |ater does not need any iteration in deteqiimeess. The
that there is a less in packet delivery ratio beead8DWSN Ep\wsNs detection of faulty nodes process is very
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complicated and it based on collecting neighbors’
information to detect the faulty nodes. When weréased
the node transmission power to 4 mW (see Figure 10)
FDWSN needs more packet of control. However, our
algorithm performs better because the recovery nwate
reach more nodes in the same cluster.
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Number of Control Packet

Figure 11. MO vs. simulation time (TP = 2mW, number of

Memory Overhead (bytes)

Figure 12. MO vs. simulation time (TP = 4mW, number of
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Figure 13. FRD vs. number of faulty node (number of node
= 100).
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Figure 14. FRD vs. number of faulty node (number of node
= 200).

4.3 Analysisof memory overhead (M O)

The memory overhead metric represents the avenagder

of bytes needed to be stored in the memory ofades that
are implied in recovery process. We computed®Bi A and
FDWSNthe additional memory space needed to insure the
all process. We plotted the result in Figure 11lrilmgthe
simulation, we noticed a change in the quantitybgfes
required for both algorithms. This instability inemory
overhead is due to the mechanism deployed on natles.
observed that the memory overheadiRTA is less than in
FDWSN because the later requires more memory to store
transient fault matrix and other parameters. Inufégl12
(node transmission power = 4 mW), we observed bette
results comparing with previous curves (transmisgiower

2 mW) of two algorithms withDFTA less memory
overhead.

4.4 Analysisof fault recovery delay (FRD)

The last performance metric is fault recovery dekiyD for
DFTA and FDWSNare shown in Figure 13 and 14 for 100
and 200 sensor faulty nodes. The fault recovergyded an
important metric in the conception of a fault telece
protocol. It is defined as the average time tale®metover
from the effect of faulty node. From the Figure &3s clear
that ourDFTA outperformsFDWSN This is due mainly to
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the fact thatFDWSN requires more time to create and  networked sensor systemBaltimore, Maryland, USA, pp.
compare transient fault matrices for each faultydeio 214-226, 2004.
However, theDFTA can recover a multiple faulty nodes if(9 G. Toll, J. Polastre, R. Szewczyk, D. Culler, N. fem, K. Tu,
the position of recovery node selected is closefanity SA Brﬁ;gcizss}; ZbeDamscméP} gduv‘aggggf}?g gr 53 ?r}llt;zgt%ur?al
nodes (i.e., one sleeping node can recover mul ‘
nodes)(When we incFr)ea%ed the number of nodefxgét Conferenclef on Embedded networked sensor systengian
: Diego, California, USA, pp. 51-63, 2005.
tO_ 200, we observed a sma_lll increase_ BHTA compared [10] P. Sgikka, P. Corke, P. ngencia, C. Crossman, D. SaaihG.
with FDWSN The later requires more time to recover from  B. Hurley, “Wireless adhoc sensor and actuator nedsvon
faulty nodes because it needs to compare trans$aarit the farm” The 5th international conference on Information
matrices. processing in sensor network&ashville, Tennessee, USAp.
492-499, 2006.

; [11] G. Werner, P. Swieskowski and M. Welsh, “Demonkirat
5. Conclusion real-time volcanic earthquake localization, The 4th
In this paper, we introduced an extension of owvimus international conference on Embedded networked osens
work. We presented a recovery algorithm to ensundesate systemsBoulder, Colorado, USA, pp. 357-358, 2006

- . [12] M. Demirbas, “ Scalable design of fault-toleranoe Wireless
process after a faulty node detection. Our algorith based sensor networks”, Ph.D. thesis, The Ohio State &fsity,

on using sleeping node as a recovering node tomizgithe Columbus, OH, 2004.

lifetime of the entire network. It is divided intwo phases, [13]S. Chouikhi, I. Elkorbi, Y. Ghamri-Doudane and L. A.
an elimination phase and a recovery phase. Thesgeplare Saidane, “A survey on fault tolerance in small é&rde scale
ordered byCHsin distributed manner and they are launched wireless  sensor  networks,” Elsevier — Computer
just after the detection's process of faulty nddescribed in Communications, Vol. 69, pp. 22-37, 2015.

the previous work). The main idea is to eliminate seplace [14] L. Paradis and Q. Han, “A Survey of Fault Managetrian
faulty nodes using selected sleeping nodes. Tlisntque Wireless Sensor Networks,” Journal of Network arydt&ms

s ; ManagementVol. 15, No. 2, pp. 171-190, 2007.
restores the network connectivity and prolongs lifedime X ! .
y b 9 [15] C. Titouna, M. Aliouat and M. Gueroui, “ FDS: Fault

Egcvesr’lletwork' V:/e hzve eval_uated MTA al_?_ﬁmhm W'Ith. Detection Scheme for Wireless Sensor Networks,”eWss
protocol under various metrics. The simulation  personal Communication, Vol. 86, No. 2, pp. 549-367,6.

results show well that our algorithm outperformsnpared [16] C. Titouna, M. Aliouat and M. Gueroui, “Outlier det®n

to the results oFDWSN approach using bayes classifiers in wireless semstworks,”
Wireless Personal Communication, Vol. 85, No. 3, 1p09-
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