International Journal of Communication Networks &mfdrmation Security (IJCNIS)

116
Vol. 7, No. 2, August 2015

A new ltinerary Planning Approach Among
Multiple Mobile Agents in Wireless Sensor
Networks (WSN) to Reduce Energy Consumption

Imene Alouf, Okba Kazdr, Laid Kahlout, Sylvie Servigné

ILINFI laboratory, Computer science department, Biskniversity, Algeria
2LIRIS Laboratory, INSA Lyon, Lyon University, France
imene.aloui@gmail.com, kazarokba@yahoo.fr, kahldd62@yahoo.fr, sylvie.servigne@insa-lyon.fr

Abstract: one of the important challenges in wireless senso@gent is a special kind of software that migrate®rag the

networks (WSN) resides in energy consumption. bieoto resolve
this limitation, several solutions were proposed.cdidly, the
exploitation of mobile agent technologies in wissle sensor
networks to optimize energy consumption attractseaechers.
Despite their advantage as an ambitious solutiba, itineraries
followed by migrating mobile agents can surchargenetwork and
so have an impact on energy consumption. Many relses have
dealt with itinerary planning in WSNs through theewf a single
agent (SIP: Single agent ltinerary Planning) or tipld mobile
agents (MIP: Multiple agents ltinerary Planningpwéver, the use
of multi-agents causes the emergence of the dathuabalancing
problem among mobile agents, where the geograpHistdnce is
the unique factor motivating to plan the itinerafythe agents. The
data balancing factor has an important role esfhedia Wireless
sensor networks multimedia that owns a considerablame of
data size. It helps to optimize the tasks duradiod thus optimizes
the overall answer time of the network. In thipga we provide a
new MIP solution (GIGM-MIP) which is based not onbn
geographic information but also on the amount @& geovided by
each node to reduce the energy consumption of ¢heonk. The
simulation experiments show that our approach isenefficient
than other approaches in terms of task durationtaecmount of
energy consumption.

Keywords. wireless sensor networks; mobile agent; itinerar)9i

planning; data load balancing, geographical digadata size.

1. Introduction

nodes of a network to perform a task (or tasks)raarnously
and intelligently, in response to changing condgion the
network environment [7]. This agent realizes thé¢eotives
of its agent dispatcher. Mobile agents have beanddo be
particularly useful in facilitating efficient datfusion and
dissemination in WSNs [12]. The majority of resdes in
this field are oriented towards the optimization efergy
consumption in nodes through planning mobile agent
itinerary. The itinerary followed during the migat of the
mobile agent can have a significant impact on gnerg
consumption. Finding an optimal sequence of visgedrces
is a difficult problem to solve (NP-hard probleri].

A number of studies have been done to solve thilgmo of
itinerary planning in sensor networks through tise wf a
“single mobile agent” (so a Single Itinerary Plargqor SIP).
In [2], two heuristic algorithms are proposed: (ipcal
Closest First (LCF), which seeks the next node wfta
shortest distance to the current node, and (iip@lclosest
First (GCF) that seeks the other closer node tosthke. In
[3], the MADD algorithm (Mobile Agent based Diredte
Diffusion) is proposed. MADD is similar to LCF, but
iffers in the choice of the first source node. MABelects
the farthest source node from the sink as the $iostrce.
Another study, in [4], proposed a genetic algoritfion
itinerary planning of the mobile agent in the semstworks.
The genetic algorithm reduces the search spacedunang

Wireless sensor networks (WSNSs) represent an impbrt that each node cannot be visited repeatedly.

technology which offers a new way for collectingadarl he
great power of sensor networks resides in theie eafs
deployment in a large geographic area and theid gpality
of service [20]. The WSN consists of a set of nockgzsable
to collect information from a monitored environmemd to
transmit these data toward the base station “thk’ $iirough
the wireless medium. WSNSs are often characterizedense
deployment in large-scale environments that arer gno
terms of resources [1]. These kinds of network$esufom
insufficient storage capacity, processing and awign
because they are usually powered by batteries wiaicHy,
can be replaced. This leads to problems associattd
power consumption during functioning of the netwaddes
[17].

To resolve these research intereas

limitations, the

increased in the design, development and deploymént ®

mobile agent systems in wireless sensor networksohile

The single mobile agent based approaches (SIPilesing
itinerary planning) suffer from delay problem wheine
networks is very large and thus many source nodes to be
visited by a single agent. Another important rigkcase of
SIP, is the possibility of losing the mobile ageftring its
migration through several sources nodes [14]. Teesthese
problems, related to SIP, [6, 8-11] proposed the af
“multiple mobile agents” instead of a single agemhich
requires an itinerary planning for multiple agerfso a
Multiple ltinerary Planning, or MIP). ltinerary piaing for
multiple mobile agents in WSNs, should consider the
following three questions in relation to SIP [5]:

* QI1: What is the best way to defining the necessary
number of mobile agents (MAs)?

Q2: What is the best way to defining the groupsafrce
nodes to be associated for each mobile agent?
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Q3: What is the best way to defining the optimialeitary
of each Mobile Agent?

In the exciting studies on MIP [6, 8-11, 14, 18;1@hich
will be presented at the following section, thenetiary
planning is based only on geographic
Consequently, the groups of source nodes are ladgu
distributed which provide a variation in the daizesamong
groups. Therefore, it leads to an unbalanced datang
agents. The data balancing factor allows flexiletol over
the compromise between energy cost and the taskiolr
[8]. We observed that the data size has a dirggaatnon the

energy consumption as well as on data collectiosk ta.

duration. When the agent collects an increasinguamof

data in its memory, the agent size will increaseoedingly,

and so it will take more time and consume more @n¢o

return to the Sink. So the balance among mobikntsgat
the level of data size optimizes the data collecttask

duration over the network and also decreases tteepige
of data loss.

For these reasons, our study takes charge of iegotlkis

problem, where we are materialized to find the ropti
itinerary among multiple mobile agents in WSN itatien

with the data size provided by each source node thed

distance between them. Our study provides a new famay

determining the number of mobile agents and foupimg
source-nodes.

This paper is organized as follows. In the secadien, we
present some previous work related to the problémll®
(Multiple mobile agent lItineraries Planning). Inethhird
section, we explain the principle of our approant bow to
realize the data load balancing. The fourth sectiif
explain the process of our approach, and then wi
highlight our strategy through two case studieghia fifth
section. Finally, the sixth section concludes thégper and
proposes some suggestions for future research.

When you submit your paper print it in two-colunorrhat,
including figures and tables. In addition, designaie author
as the “corresponding author”. This is the auttmmhom
proofs of the paper will be sent. Proofs are senthie
corresponding author only.

2. Stateof theart on proposed MIP solutions

A number of studies have been conducted for malti
mobile agent itineraries planning in the sensorwoek
domain. In this section, we review some of thegg@aches.

In [6] the Centre Location-based Multi agents Itarg
Planning (CL-MIP) algorithm is proposed; the maiea is to
consider the solution of multi agent itinerariesarpling
(MIP) as an iterative version of the solution -deped for-
the single mobile agent itinerary planning (SIR).CL-MIP,
the visiting area of a Mobile Agent is determineg the
circle centered at a visiting central location pofWCL).
Then, the source nodes within the circular ared b
assigned to the mobile agent. The CL-MIP use on&IBf
algorithms proposed above [2-4], for determine phéh of
each mobile agent. In this approach the efficiesicgource
grouping by a circle is not a generic solution hseanodes
are irregularly distributed. In addition, the ragliof the

information.
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source-node’s group will also strongly affect tlegfprmance
of CL-MIP algorithm, the optimal value is not mees or
analysed explicitly [5].
In [19] we have the proposal Angle Gap-based MIB{A
MIP), this proposal provides a new view of sourceles
grouping that do not use the circle shape. In AGMhe
nodes within a particular angle gap thresh@ldround one
central location (VCL) must be included in the sagneup.
The main idea of AG-MIP is to connect the sink aild
source nodes with beelines and the angle gdpbetween
beelines become a critical factor to describe thlevant
degree among the source nodes. The importance aIRG
is their way of grouping; it uses angle gap to divithe
network into sectors, which lead to a contentiord an
interferences potentially reduced among mobile ggeut
the open interrogation in this approach is how ita fan
optimal angle gap threshold.
In [8], a Genetic Algorithm for Multi agents Itireny
Planning (GA-MIP) is proposed. To realize the GARMI
algorithm, the idea depends to encode the “SourodeN
Sequence” and the “Source Node Group” into numiasrs
genes in the genetic evolution with randomly sébectAfter
a number of evolution iterations, the solution esponding
to an efficient strategy of itinerary planning wik obtained.
Although, extensive simulations were performedHovs the
performance of the GA-PMI in terms of time and egyer
consumption, but the complexity of higher GA-PMI
calculation makes the implementation of GA-MIP Istil
debatable [15].
The proposal in [9] considers models of MIP proldess a
Totally Connected Graph (TCG). In the TCG, the iced
wie the nodes of the sensor network, and the weifhn
edge is estimated from the jump between the twonermtts
of the edge. The authors indicate that all souaden in a
particular sub-tree should be considered as a group

The authors in [10] proposed the Near-Optimal tang
Design algorithm (NOID). The objective of this atgbm is
to find the number of mobile agents that minimize overall
data fusion cost. In NOID the geographical distaiscéhe
crucial factor to group the source nodes. It uses a
compromise function to effectively include nodeattare far
from the center. Build path is achieved by the aidopthe
constraint minimum spanning tree problem. NOID ssges
PICFL and GCF, but it suffers from low working spesud
high computational complexity.
Another algorithm, in [11], presents the Second rNea
Optimal Itinerary Design algorithm (SNOID). The madea
behind SNOID is to partition the area around thekSinto
concentric zones and to build paths of Mobile Agenith
the direction of the inside near Sink. All souraales inside
the first zone are connected directly to the Siukd they
represent the starting points of mobile agentiéne
The proposal in [14], applies a tree structuréhvaitanches
for planning the itineraries (CBID). The main ideaCBID
is based to include the node, which will make taltcost
minimal. It dispatches in parallel a number of MAsat
sequentially visit sensor nodes arranged in treectsires.
This proposal has a significant result to reduce dkerall
energy expenditure and response time. Howevea]lg into
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the problem of WSN size increase, where more besalill
be created, which will degrade the performanceifsigmtly
because of the interference.

The Tree-Based Design Directions is illustrated I0)Bin
[18], it is a heuristic algorithm that improves tlane
proposed in [10]. TBID determines the appropriatenber
of Mobile agents to minimize the total aggregatmost as
well as it builds low cost itineraries for all agenThis
algorithm also uses a greedy approach as alwagststhle
nearest node to form the binary tree. It generdtes
itineraries for AM, but the energy consumption aibled in
the reverse roads and interference among the hugerds
of branches.

3. Proposed approach

Through this section, we will explain the principdé our

proposal to achieve “Itinerary planning for dataado

balancing among multiple mobile agents in WSN”,
relation with the data size provided by each sonade and
the distance between them. This Principe will inwerdhe
energy preservation and reduce the task duratigviShis.
Our proposed approach can be categorized as glatioing
where the agent itinerary is totally determinedthg sink
node before the agent is dispatched. It involvesdowing
three necessary phases to achieve planning:
» Partitioning the network based on
information; this phase will produce a set of panmtis.
Each partition can receive several mobile agents;

» Determining the necessary number of mobile agemis a

defining the groups of nodes to be associated &ohe
mobile agent according to the data size provided;
» Determining the itinerary that pass throughoutsbarce
nodes grouping of each mobile agent.
The figure below depicts graphically an example af
partitioned network and the inside communicationoof
proposal.
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Figure 1.Partitioning of the network and the inside
communications

In the following paragraphs, we present the threasps of
the proposed strategy with more details.

3.1 Network Partitioning
Based on geographic information, this phase isorsiple
for the partitioning of the network. This partitiog is made
according to the distance between the sensor nédarést

geographical
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grouped together) to guarantee the shortest patieng
nodes in the same partition. Our strategy depermts f
partitioning the network into k clusters throughe thk-
means” algorithm [13]. It is an efficient easy nwthn time
and memory. It can be used with large databasesig#mds
of sensors). K-means technique is a widely adojtatfSN
for load the clustering task. The clustering igitical task in
Wireless Sensor Networks for energy efficiency aativork
stability [21]. It due to partition the nodes irgooups called
clusters. In each cluster, a node is chosen tchéecluster
head. This cluster head accountable to collect natssages
from the nodes belonging to its cluster [22]. lis thaper, the
mobile agents are responsible to collect a daten fthe
network. And for spread work areas between agemts,
adopted the k-means algorithm to make this task.

The k-means algorithm aims at partitioning thesensor
nodesS: i€ [1,2, ...n] into k partitions P; € [1,2, ...K]

m{ki n) fromk centers G chosen arbitrarily. This algorithm

aims at minimizing the distance among the sensodes
“§” within each partitionP}” :

k n
> ls-cil” @

argmin
P j=1i=1

2 . .
Wher4|3 —Cj" is a distance measure among a sensor

nodes Si” and the partition centreCj” .

°o o Cx ’
Step 1: Arbitrary selection of : ﬁCﬂ ) ‘
centers Cj. c3

_ o g

//\\ i )
Step 2: Constitution of X classes [P 03 = ) \ . iy
around Cj and computation of | e 'Jl -
the new centers. \\ o o

s

Step 3: Constitution of new
classes around the new centers.

Repeat Step 3 until the stability is
reached.

N

Figure 2.Network partitioning using the k-means method

The method computes the distance among all semsE S
and all the initial centersC;” and affects each sensor node to
the nearest partitionsP;". Once all the sensor are affected,
the new partitions’ centers are computed (thustecsrare
mobile) where the determining the centef§"“of each
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partition “P;” and denotes this centers as the new centevghere

“G". This process is repeated until the partitioniegches Rpg the raw data size provided by each source npdes
some stability (Indeed, a threshold can be fixedaastop

condition). And
n MMA: the free memory size of mobile agent (initiallye th
= (2) i
G~ |P | _213, same memory size for all the agents).
=
i

This initial number Nby," of mobile agents can be increased
over the execution of “GIGM Algorithm” until the Hicient
number of agents (necessary number to collechalbata in
each partition of the network) is obtained.

In order to determin&G(MA) : x € [1, a the groups of
source nodes that must be visited by each mobéatagA,,
the strategy GIGM is based on the following priteigThe
Greatest quantity of Information is associated with the
mobile agent who has th@reater freeM emory size”. This
strategy ensures the load data balancing among lenobi
agents.

The Figure 2 shows graphically the evolution oftitianing
using k-means method:

Once the partitioning is done, we select in eacalstet a
particular node as a “partition-leader”; it is thearest node
to the gravity center of the partition. This nodeadler) will
be responsible for sending the size of all thealetedata by
all the nodes inside its partition, to the sink.olr task, the
data size plays an important role in determining tlamber
of mobile agents and the list of sources nodescéssa to
each agent.

3.2 Determine the mobile agents number and their ~ Below, we present he algorithm of the GIGM strategd
associated groups of source nodes the Figure 3 shows its execution.

After partitioning the network, the number of mebil pseydo codeimplementation of GIGM algorithm:
agents required for the aggregation of data andjtbeps of

source nodes associated for each agent are determirPata:

simultaneously for each partition. We propose atstyy that S’ set of source nodes

we call “GIGM” (the Greatest Information in the @ter VG(MA) < @ : source nodes groups

Memory) to make this task. RDSIh]: raw data size provided by each source nédes

The idea of our proposition consists of a set osee nodes MMA: memory size of a mobile agent

S:i € [1, n]: (n € M), included ink partitionP;: j € [1, k] BEGIN

where k< n), as presented above. Also, there ané ource For al partitions P,

nodes in the network, denoted B: h € [1, i, where © Calculate the initial number of mobile agents :

S'cS, and we haveRDSIh] the raw data size provided by Nby s = DS(j)

each source nodds This RDS allow us to determine the MMA

number of mobile agents deployed in each partition. Repeat

In our proposed, the number of agents varies fram o0 Find the source node which has nRRS[h]);

partition to another, depending on the data siowiged by 0 associate this node with the mobile agent which thas

each source nodes inside their partitions andréeerhemory greatest free memory size (MERJA[X]));

size of mobile agent. So we seek the number wisiabie to VG(MA) — { h € S’| max (RDS[h] )}

collect all the data of the network. 0 Updatethe free memory size of this agent:

To determine the number of mobile agents, we staitan MMA[x]= MMA[x]-RDSI[h];

initial number ‘Nby,”, where ‘Nby,” is computed using the If all MMA[x] < RDS[h] (all the free memories in all mobile

the equation (3): agents are not sufficient to contain this inforiontthen
DS(j) Update the number of agentNby,, = Nbys +1

wma

MA =

Such that: E:S If(():;\ll source nodes are associated to mobile agents);

DS(j): the size of the sensed data in the partitipn ‘gnd.
composed of source nodeghis size is computed using the
following equation:

y
DS(j)= ) RDI| (4)

x=1
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| sourees nodes in Pj | 5M 1 I SN 2 1 SN 3 SN 4 | 5N § SN 6 | SHT I SN § |

| data size 20 75 48 65 ! 10 12 & 7
determine Nby, the number of mobile agents
Agent 1 \-.':;I 2 Agent 3
F
W veun- W vean- VG (A3) =( }
| 100 | | 100 | L0
. : 3 . . y Agent 4
Repeal : Associnle the sotrce node with the mobile agent which has the greatest free memory size "
Vi (al) ={51 VG (A2) =[52) VG (A3) =[54) VG (Ad) ={ ]
| 80 | 20| ETES [ 68 | 45 | ] 100
until :all SN associated focach agents A4
VG {Al =51 Viz (A2) =52} VG {Ad) =|54 55 58] Vi (Ad) = |53.56.5T]
| 80 | 20 | [ s | 25 | [ 65 [io]s] 2] | 48 |az2]a]a:z]
¥ .
[ Free Memory of MA Used Memory of MA
Figure 3.The GIGM strategy execution (a demonstrative exapl
3.3 ltinerary planning for each mobile agent Table 1.Basic simulation parameters

After determining the number of mobile agents with
corresponding group of source nodes, the itinetlaay pass

PARAMETERS FOR NETWORK

throughout this source nodes, should be deternfredach | Network size 1000 m x500m
mobile agent. In our study aims requires the udesG¥ Node Distribution Random
(Local Closest First) algorithm [2], to determime titinerary | Radio Transmissionf
of each agent when visiting its nodes. This alpamifinds an | Range 60m
optimal way avoiding redundancies. It seeks thet mexie Number of Sensor Nodek 800
with the shortest distance to the current node &vtiee Sink [ Raw Data Size 2048 bits
is the Starting and the ending pOint for the |tﬂ'9r PARAMETERSFOR MOBILE AGENTS
4. Simulation and performance evaluation SYSIELD :

, _ Raw Data Reductiof
4.1 Simulation Ratio 0.8
In order to compare the performance of GIGM-MIPusioh Aggregation Ratio 0.9
with CL-MIP and GA-MIP, we carry out simulations in| MA Code Size 1024 1024 bits
MATLAB7.1. Following the most popular network modal MA Accessing Delay 10 10 ms
MA research, the nodes are uniformly deployed withi [ Data Processing Rate 50 Mbps

1000mx=500m field, and the sink node is locatedhatcentre || PARAMETERS FOR GA-M P

of the field and multiple source nodes are randoml

ru _ ( _ V GA Iteration Times 1500
dlstrlbuteq in the network. To verify the scalingpperty of GA Search Spaces 300
our algorithms, we select a large-scale networkh vio0 Seauence Crossover
nodes. The parameters necessary for the network,alth 9 0.9

; . Ratio
GA-MIP are shown in following Table I. - -
Sequence Mutation Ratip 0.4
Grouping Mutation Ratio| 0.2
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Figure 4.Visualization of GIGM-MIP with 5 MAs

The Fig.4 shows the visualization of the GIGM-MIRategy,
in which five mobile agents are sent by the sinklexdo
aggregate the data in 80 source nodes simultaneousl

4.2 Performance evaluation

In order to evaluate the performance of GIGM-Mi@i the
simulation results that are made in the previowsdfined
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GIGM-MIP allows agents to collect a data size @din
equivalent. This proves that this strategy achievdata load
balancing among agent both CL-MIP and GA-MIP doul
not achieve.

b) Task Duration

In this sub-section, we show the simulation resfltthe
impact of number of source nodes on task duratieran
MIP algorithm, since multiple agents work in pagglithe
task duration is the delay of the agent which retuo the
sink at last.

0,6

——GA-MIP

Task Duration (s)
o
W

——CL-MIP

GIGM-MIP

10 15 20 25

Number of source nodes

30 35 40

Figure 6.The impact of number of source nodes on Task
Duration.

As shown in Fig.6, GIGM-MIP algorithm has

large

environment "MATLAB 7.1", we consider the following advantage in terms of task duration, which is cogemet with

three performance metrics:
a)Data load balancing among multiple mobile agents

The irregular distribution of sensor nodes in WShivides a
variation in the data size among clusters. Theegfibtrleads
to an unbalanced distribution of data among agaiftsen
the agent collects an increasing amount of dataitdn
memory, the agent size will increase accordinghd ao it
will take more time and consume more energy tornetini the
Sink. So a balance distribution of data size amomile
agents has influences significantly on the taslatiom and
the energy consumption.

To determine the effectiveness of the GIGM-MIP tsigg on
the level of data load balancing among mobile agdfigs.5
is provided in this subsection.

%
1=}
S

Raw data size (bits)
N W s
S o 9 o
(=1 (=] (=] (=1
NN\ N\

o

MA1 MA2 MA3 MA4 MA5 MA1 MA2 MA3 MA4 MAS MA1 MA2 MA3 MA4 MA5,

GIGM-MIP CL-MIP GA-MIP

Figure5.The data load balancing result among 5 MAs in th%

GIGM-MIP, CL-MIP and GA-MIP.

The simulations result in Fig.5 shows that the GIGNWP
strategy allows a balancing distribution of theadan the set
of agents. The percentages of data collected by eae of
the five agents are distributed between 35% and. 30%s,

GA-MIP and spaced with CL-MIP that cost a longeskta
duration. The reason behind performance of GIGM-N{P
the determination of the sets of source-nodes based
geographic information and a data size detectedctoeve

load data balancing among MAs.

c) Energy Cost

In the following Figure, we show the simulationukf the
impact of number of source nodes on energy cost.

0,7

0,6 =

] /
5

0,5
5
k]
204 — .
=1 ——GA-MIP
%03 g
I —=—cLue
L: 02 | Im GIGM-MIP
2

0,1

0 : ‘
10 15 20 25 30 35 40

Number of source nodes

Figure 7.The impact of number of source nodes on Energy
Cost.

In Fig.7, the energy consumption of GA-MIP alganitlis a
higher than that of CL-MIP and GIGM-MIP algorithni&his

is due to its higher complexity of calculation. Aegards the
nergy consumption of GIGM-MIP is approximately alo

the CL-MIP result. The latter both algorithms uke same
algorithm for determine the path of each mobilerad€LF

algorithm), which is due a low complexity of calatibn.
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5. Conclusion

The multiple MAs approach enhances the capacity/8Ns.
It has a positive factor in terms of energy constiomp
However, the exciting MIP approaches are based only

geographic information; consequently, it causes thﬁ4]

emergence of the problem of unbalancing of datangmo
mobile agents. In this work, we have presentedwamethod
for finding the optimal itinerary for load data bating
among multiple mobile agents in WSN. Our study pes a
new way to determine the number of mobile agenth s
source-nodes grouping. The proposed strategy GIARI-&
based on the balance between geographic informaiioh
data size. This principle of GIGM-MIP has a spexifiy
positive impact in terms of the task duration almel @amount
of energy consumed.

The next step of this work is to evaluate the penémce of
GIGM-MIP in a Wireless Multimedia Sensor Networks
(WMSN) which has high data size.

References

[1] N. Meghanathan, “Grid Block Energy Based Data Gatigeri
Algorithms for Wireless Sensor Networks”, Interoatil
Journal of Communication Networks and Information
Security (IJCNIS), Vol. 2, No. 3, 2010.

M. Chen, S. Gonzalez, & V.C. Leung, “Applications and
design issues for mobile agents in wireless senstworks”,
IEEE Wireless Communications, vol. 14, No. 6, pp-2®
2007.

M. Chen, T. Kwon, Y. Yuan, Y. Choi, and V. Leung,
“MADD. Mobile agent-based directed diffusion in efiess
sensor networks”, EURASIP Journal on Applied Signa
Processing, vol. 2007, No. 1, pp. 219-219, 2007.

Q. Wu, N.S.V. Rao, J. Barhen, & al, “On computing iit®b
agent routes for data fusion in distributed semsziworks”,
IEEE Transactions on Knowledge and Data Enginegekiiod
16, No. 6, pp. 740-753, 2004.

X. Wang, M. Chen, T. Kwon, & H.C. Chao, “Multiple mddbi
agents’ itinerary planning in wireless sensor neksosurvey
and evaluation”, IET Commun, Vol. 5, No. 12, pp. %6
1776, 2011.

M.Chen, S. Gonzlez, Y. Zhang, & V.C. Leung, “Multieag
itinerary planning for sensor networks”, Conf. Heggneous
Networking for Quality, Reliability Security and Raodiness,
Las Palmas de Gran Canaria, Spain,2009.

M. Chen, “ltinerary Planning for Energy-Efficient Agt
Communications in Wireless Sensor Networks”,
Transactions on Vehicular Technology, Vol. 60, N&, pp.
3290-3299, 2011.

W. Cai, M. Chen, T. Hara, L. Shu, “GA-MIP: genetic
algorithm based multiple mobile agents itinerargnpling in
wireless sensor network”, Proc. Fifth Int. Wireldssernet
Conf (WICON), pp. 1-8, Singapore, 2010.

(2]

(3]

[4]

[5]

[6]

[7]

(8]

122
Vol. 7, No. 2, August 2015

[12] H. Qi, F.Wang, “Optimal itinerary analysis for mtebiagents
in Ad Hoc wireless sensor networks”, Proc. IEEE 206t.
Conf. Communications (ICC 2001), Helsinki, Finland, 200

[13] J.P. Nakache, J. Confais, “Approche pragmatique ae |

classification: arbres hiérarchiques, partitionnetsie
Edition TECHNIP, Paris, 2005.

A. Mpitziopoulos, D. Gavalas, C. Konstantopoulos, G.
Pantziou, “CBID: a scalable method for distributedtada
aggregation in WSNs”, Hindawi Int. J. Distrib. SeiNetw,

Vol. 2010, 2010.

[15] A.N. Rani, L. Dole, “GA based optimal itinerary ptang for
multiple mobile agents in wireless sensor netwarks”
International Journal of Innovative Research in Cot@pand
Communication Engineering, Vol. 1, No 2, 2013.

[16] Y. Xu, & H. Qi, “Mobile Agent Migration Modeling am
Design for Target Tracking in Wireless Sensor Neks Ad
Hoc Networks, vol. 6, No. 1, pp. 1-16, 2008.

[17] A. Sardouk, L. Merghem-Boulahia, & D. Gaiti, “Agent-
Cooperation Based Communication Architecture for VEgsl
Sensor Networks”, The 1st IFIP wireless days camfee, pp.
1-5, 2008.

[18] C. Konstantopoulos, A. Mpitziopoulos, D. Gavalas,
Pantziou, “Effective determination of mobile agéirteraries
for data aggregation on sensor networks”, IEEE Jran
Knowl. Data Eng, vol. 22, No. 12, pp. 1679-1693120

[19] M. Chen, S. Gonzalez, V. Leung, “Directional sougoauping

for multi-agent itinerary planning in wireless sens

networks”, Proc. Int. Conf. ICT Convergence (ICTC), Jeju

Isaland, Korea, pp. 207-212,2010.

M. Dong, K. Ota, M. Lin, Z. Tang, S. Du, H. ZhuwJAV-

assisted data gathering in wireless sensor netivdksinger

of Supercomputing, vol. 70, No. 3, pp. 1142-1188,2

[21] W. Gicheol and C. Gihwan, “Securing Cluster Formatioia
Cluster Head Elections in Wireless Sensor Networks”,
International Journal of Communication Networks and

! Information Security (IJCNIS), Vol. 6, No. 1, 2014.

[22] S. Somia, B. Souheila, “Secure Routing Optimization i
Hierarchical Cluster-Based Wireless Sensor Networks”,
International Journal of Communication Networks and
Information Security (IJCNIS), Vol. 5, No. 3, 2013.

G.

120]

IEEE

[9] M. Chen, W. Cai, S. Gonzalez, & V.C. Leung, “Balanced

itinerary planning for multiple mobile agents in reless
sensor networks”, Proc. Second Int. Conf. Ad Hoondeks
(ADHOCNETS 2010), Victoria, Canada, 2010.

[10] D. Gavalas, A. Mpitziopoulos, G. Pantziou, & C.
Konstantopoulos, “An approach for near-optimal ritistted
data fusion in wireless sensor networks”, Springéreless
Networks, Vol. 16, No. 5, pp. 1407-1425, 2009.

[11] D. Gavalas, G. Pantziou, & C. Konstantopoulos, “New

Techniques for Incremental Data Fusion in DistréouSensor
Networks”, In Proceedings of
Conference on Informatics (PC1'’2007), pp. 599-60&720

the 11th Panhellenic



