A Rate Control Model of MPEG-4 Encoder for Video Transmission over Wireless Sensor Network
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Abstract: Recently, multimedia application has a lot of attention in the research community, especially when transmitting video over IEEE 802.15.4 standard. This is due to the capability of providing low complexity with low cost, but still maintaining the quality of video in term of packet received. However, transmitting video over Wireless Sensor Network (WSN) posed a new research challenges with high bandwidth demand and energy constrained of sensor nodes. MPEG-4 video codec is one of the compression techniques that used to decrease the amount of bandwidth required to meet WSN environment. Therefore, video encoding is a useful tool for rate control to control the video bit rate and maintaining the video quality especially in real-time communication applications. Video bit rate is affected by quantization scale, frame rate, and Group of Picture (GOP) size. A rate control model called enhanced Video Motion Classification based (e-ViMoC) model is proposed in this paper to produce the desired bit rate that complies to the IEEE 802.15.4 standard, while at the same time preserving the video quality. The analysis has shown that, the video transmission using e-ViMoC rate control achieves enhancement in delivery ratio, energy consumption and video quality (PSNR) when compared to video transmission using uncompressed video.
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1. Introduction

Recently, multimedia applications over WSNs are emerging rapidly. This is due to the advancement of wireless multimedia services and technologies such as wireless video services which are becoming ubiquitous in our daily life [1]. With the existing WSNs platform for multimedia applications, many potential applications can be provided such as multimedia surveillance sensor network, traffic control system to avoid traffic congestion, law enforcement report, environmental monitoring for habitat monitoring, industrial process control to detect defective products automatically and advanced health care delivery [2]. Enabling multimedia application requires additional feature and had open many research challenges due to the nature of multimedia data itself such as high bandwidth demand, complex multimedia coding technique, high power consumption, application-specified Quality of Service (QoS) requirement, tolerable end-to-end delay and proper jitter [2]. However, these requirements contradict with the existing characteristic of multimedia transmission in standard WSNs which are limited storage, limited processing ability and bandwidth limitations of sensor nodes. These factors are important as a guideline to design communication protocols for efficient multimedia transmission in WSNs which comply with the IEEE 802.15.4 WSN standards. Therefore, reliable data transmission in WSNs had becomes very crucial for multimedia application with different application requirements. Multimedia application requires reliability of data where the huge video data that generated during encoding process will degrade the reliability of the video transmission. Thus, the encoding process is very important in video transmission because it give significant effect on the results at the end of video transmission which is quality of the video.

The video encoding process is crucial in reducing the traffic volume for transmission as well as maintaining the quality of video. The video encoding is a useful tool for rate control. Rate control model is one ways to reduce the size of bandwidth requirement by controlling the bit rate of video transmission over a channel of limited bandwidth such as sensor networks. This technique must be employed during the video compression process in order to adjust the encoding parameter settings. The encoding parameter settings are important to ensure the video bit rate meets the low transmission rate up to 250kbps [3] with small Maximum Transmission Unit (MTU) size of 127 kbytes [4] supported by IEEE 802.1.5.4.

The video bit rate and the quality of a video after encoded depend on several encoding parameters such as quantization scale, frame rate and Group of Picture (GOP) size. In particular, choosing a high quantization scale will reduces the video bit rate, but at the same time reduces the quality of encoded video. The goal of rate control is to keep the video bit rate within the bandwidth limit while achieving acceptable video quality. This goal can be achieved by choosing optimal and accurate combination of encoder parameter settings determination. This is because different combination of parameter setting produces a different video bit rate and video quality.

Then, a simulation study for MPEG-4 video encoding and testing model was carried out to determine optimal threshold for the three encoder parameters in order to implement video transmission in WSN environment as discussed in [5]. Based on simulation data, an enhanced Video Motion Classification based (eViMoC) is proposed to control the bit rate at the video encoder as well as to provide an optimal combination of those three encoder parameters.

The remainder of this paper is organized as follows. Section 2 provide the related works for rate control and section 3 presents the proposed rate control model and briefly describes the parameters setting for video encoding that influences the video transmission. The results and discussion are discussed in section 4. Finally, section 5 concludes the paper and the future direction of this research.
2. Related Works

This section provides the related works for existing rate control model for video encoding process. The challenge of video encoding process is to determine the optimal combination of encoder parameters setting to achieve the target bit rate based on standard wireless medium itself. Since the compatibility with the target bandwidth is desired, the video must be encoded many times with different encoder parameter settings. Different effects are obtained on the video bit rate with variation of encoder parameter setting for all cases when one, two or three encoder parameters setting are varied.

There are two important parameters in video coding which are the video bit rate and the video quality [6]. The rate control is also crucial to prevent buffer overflow and underflow for limited buffer capacity in order to avoid frame skipping. From the literature, there are many approaches and algorithm that have been proposed and implemented. The choice of rate control algorithm depends on the characteristic of the video application. Improper combination of parameter settings will degrade the video quality.

Additionally, there are three categories of approaches in developing the rate control algorithm according to the way for calculating the target bit budget [7]. The first category is buffer-based approaches which compute the target bit budget on a macroblock based on buffer state, the previous bit count or both. The second category is the analytical approaches which calculate a set of rate-quantization and rate-distortion function derived from the overall statistical properties of the data source. The third category is the operational Rate Distortion (R-D) modeling approach where the operation is performed only after the statistical properties of the signal in future frames or model parameters estimated from the past data are processed.

The approach for the first category is used in both real time and low complexity applications that emphasizes on fast computation such as Test Model version 5 (TM5) [8] for MPEG-2 and Test Model Near-term version 8 (TMN8) [9] for H.263. These approaches will determine a target bit budget based on the current available information such as local scene activity, buffer fullness and bit count of the previous frame. A major drawback of these approaches is the lack of accuracy when the scene activity changes rapidly. It is hard to avoid quality degradation at a scene change because the information from the coded data is no longer valid. The R-D estimation technique [10] is proposed to improve the accuracy and to improve buffer-based approach.

The second approach uses an analytical model based on the statistical information. For example, the author in [11] introduced a rate quantization curve model which is modeled by a logarithmic formula with several control parameters. The model is shown as equation (1):

\[ R = \alpha + \frac{B}{q^\beta} \]  

(1)

where \( R \) is a rate quantization model, \( q \) is quantization parameter, and \( \alpha \) are parameters model with the condition of \( \beta \). These parameter models are estimated from coding statistics generated during encoding of input video. This model only considered one parameter setting which selects the quantization parameters based on the given target bit rate.

The drawback of the model is less accuracy of the model for P or B frame in low activity video sequences. This is because the model assumes that the video content is stationary across scenes and frames. Thus, this model needs to be improved to achieve high video quality. In order to improve the accuracy of the model, it has to be designed into more control points which can be used for data fitting such as polynomial [12], [13] and exponential [14].

Then, for third category approach, Rate-Distortion (R-D) model is used to achieve optimal bit allocation in order to maximize the video quality for a given bit budget such as presented in [15]. The video sequence can be encoded with all possible quantization values and then the corresponding encoded video bit rate and distortion are recorded to measure R-D characteristics. The operational R-D characteristic is accurate, but the computational complexity is high and it is rarely adopted in practical applications especially real-time video coding.

Since this work focuses on MPEG-4 video coder, this section will describe the rate control mechanisms for MPEG-4 coder. In [16], Chiang and Zhang have developed a rate control model with a quadratic form. Based on the R-D function, a quadratic rate control model was proposed as shown in equation (2):

\[ B = \alpha q^\beta + \frac{b}{q^\gamma} \]  

(2)

where \( B \) is the total number of bits used for encoding the current frame, \( q \) denotes the quantization parameter used for the current frame and ‘\( a \)’ and ‘\( b \)’ are model parameters that are updated by linear regression method from past encoded information. Then, this rate control model was improved for MPEG-4 applications by Lee in [17]. The algorithm introduced a scalable rate control scheme and achieves an accurate bit allocation with low latency and a limited buffer size. This model is used to evaluate the target bit rate before performing the actual encoding process.

Z. He in [18] proposed \( p \)-model as shows in equation (3):

\[ R(p) = \theta \times (1 - p) \]  

(3)

The \( \rho \) denotes the percentage of zero among the quantized DCT coefficient with a given quantization parameter is a constant value that is related to the image content. In this work, the author considered both bit rate and quantization parameter as the function of \( \rho \). The bit rate is observed to have a linear relationship with and shown to have high accuracy of rate prediction. However, the model does not provide explicit relationship between quantization parameter and in order to understand the impact of quantization parameter on the rate.

3. Proposed Rate Control Model

This section briefly describes the parameters setting for video encoding that influences the video transmission and proposed rate control model.

3.1 Encoding Parameters that Influences Video Transmission

Video bit rate is an important parameter to be controlled in video transmission especially when transmitting in low bit rate medium transmission such as in WSN. The transmission link should be able to support the video bit rate over the network to ensure the quality of the video in acceptable
quality. Besides, the video size is also proportional to the bit rate and the video duration. Higher bit rate allows more amount of information to be transmitted and results in better video quality. However, the bit rate of uncompressed video is infeasible for practical application. Thus, compression technique is used to reduce the video bit rate. The video bit rate is affected by the selection of the value in encoder parameters such as quantization scale \( q \), frame rate \( r \), and GOP size \( l \).

Quantization scale \( q \) is the parameter responsible for the “lossiness” in the MPEG-4 encoding scheme. It basically determines the output for Discrete Cosine Transform (DCT) in video compression. By having lower value of \( q \), the compression ratio would be low and the video quality would remain close to the original video. However, low value of \( q \) would not aid in video size reduction. Contrary, increasing the \( q \) on the other hand would decrease the compressed video size or frame size but degrade the video quality. A highly compressed video would produce an artifact because of the missing information during the encoding process. The tradeoff between video quality and compressed video size must be compromised to achieve an acceptable video quality with an acceptable size for video transmission over the network such as WSN. Conversely, increasing the \( q \) will decrease the video bit rate [19], and it is important to ensure that the bit rate is not more than 250kbps. The scale for quantization process can be controlled between 1 and 31 [20]. However, the video output for scale 1 and 2 are similar, thus the \( q \) typically starts with scale 2.

The next parameter is frame rate \( r \), which is also known as temporal sampling. Typically, \( r \) is described in terms of frame per second (fps) or Hertz (cycles per second, abbreviated as Hz) [21]. Frame rate is important because it contributes to the smoothness of the image transitions in the video scene [22] and is used to determine the quality of a video. Frame rate below than 10 fps is used reduces the amount of data, but the resultant motion is clearly jerky and unnatural. The video sequences for frame rate between 10 and 20 fps are smooth, but in case of fast moving part sequences, convulsive and unnatural motion may occur. Furthermore, frame rate at 25 and 30 fps are the standards for television pictures for Phase Alternating Line (PAL) and National Television Standard Committee (NTSC), respectively. However, the video bit rate increases as the value of frame rates increases, but the changes in the number of frame rate does not give any effect to the video quality that is represented by the PSNR value.

Video flow consists of a repeated pattern of I, P and B frames which is defined as Group of Picture (GOP). The choice of GOP structure is important because it will give effect on frame size and file size. Additionally, it also gives impact to the MPEG video streaming in terms of network bitrate and video quality [23]. The smallest GOP length is a single I frame. There is no limitation of the GOP length, but a typical length for transmission purpose is about 12 or 15 frames as employed in [24].

3.2 Video Encoding Process

Real time encoding for multimedia content using conventional encoding techniques requires high processing and transmission power over error resilient wireless network [25]. In rate control mechanism, the video encoder will estimate the video bit rate and adjust the encoding parameters to achieve targeted bit rate based on the available network bandwidth [26]. The video bit rate and video quality can be changed during encoding process by adjustment of several values in encoding parameters.

The most apparent encoding parameters that can be varied is quantization scale \( q \), followed by frame rate \( r \) and Group of Picture (GOP) size \( l \). There are three different video sequences with 4:2:0 sub-sampling for both Common Intermediate Format (CIF) with resolution 352x288 pixel and Quarter CIF (QCIF) video format with resolution 176x144 pixel are used in this research. Error! Reference source not found. summarizes the description for all video samples. Figure 1(a) illustrates the motion video sequence for low video motion called \( akiyo \) video samples, Figure 1(b) for medium video motion frame sequence called \( foreman \) video samples and Figure 1(c) for high video motion called \( mobile \) video sample.

<table>
<thead>
<tr>
<th>Table 1. Type of video samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motion</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Low</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Medium</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>High</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Figure 1.** Motion video sequences for (a) \( akiyo \); (b) \( foreman \) and (c) \( mobile \)

This process is done in Cygwin\(^2\) platform. The original video source which is raw yuv video (*.yuv file) is encoded using ffmpeg tool to produce m4v video format (*.m4v file). At this step, the parameter of \( q \), \( r \) and \( l \) are set and varied until find the optimal value of parameter setting with the encoded video bit rate less than 250kbps. Then, graph is plotted based on value of \( q \), \( r \) and \( l \) which are obtained from the encoding process. Finally, the equation for the rate control model is computed using Matlab simulation tool. The overall process is shown in Figure 2.

---

\(^{1}\) Artifact is a distortion in a compressed image or video.

\(^{2}\) Cygwin is a Unix-like environment and command-line interface for Microsoft Windows.
The rate control model is derived from the simulated data which is power function will produce decreases. The proposed video bit rate as shown in Figure 3 is varied with fixed quantization scale, $q$, frame rate, $r$, and maximum GOP size, $l_{max}$. Since the effect of $q$, $r$ and $l$ on bit rate is independent of one another, therefore, the function of $B'_q(q, r, l_{max})$ can be represented by the factor of $q$ only which is denoted by $B_q(q)$ as presented in Equation (6).

$$B'_q(q, r, l_{max}) = B_q(q) = \left(\frac{q}{q_{min}}\right)^{-\alpha}$$

(6)

Based on the simulated data of bit rate shown in Figure 4, inverse power function is chosen to compute the equation of $B_q(q)$. This is because, inverse power function will produce values very close to the simulated data points where exponential decrement is observed. The value of $B_q(q)$ will be equal to 1 when $q = q_{min}$, and reduces to 0 when $q$ goes to infinity. Parameter “$\alpha$” describes how fast the bit rate reduces as the quantization scale, $q$, increases. The value for parameter “$\alpha$” is approximately between the range of 0 and 2.

Figure 5 describes how the bit rate increases when the frame rate increases under a given quantization scale, $q$ value and maximum GOP size, $l_{max}$. Function $B'_r(r, q, l_{max})$ is the normalized bit rate versus frame rate, $r$ for a given quantization scale, $q$ and maximum GOP size, is shown in Equation (7).

$$B'_r(r, q, l_{max}) = \frac{B(q, r, l_{max})}{B(q_{max}, r_{max}, l_{max})}$$

(7)

The function $B'_r(r, q, l_{max})$ function can also be represented the variable $r$ only as presented in the Equation (8), $B'_r(r, q, l_{max})$ becomes:

$$B'_r(r, q, l_{max}) = B_r(r) = \left(\frac{r}{r_{max}}\right)^{\beta}$$

(8)

Based on the equation, $B_r(r)$ is equal to 1 when $r = r_{max}$ and reduces to 0 when $r = 0$. Different from $B_q(q)$ function, power function is chosen to compute the equation based on the observation from the graph shown in Figure 5. The power function is chosen because it will produce values close to the simulated data points. Parameter “$\beta$” from the equation characterizes how fast the bit rate increases when the frame rate increases. From the computed power function, the value of “$\beta$” is between the range of 0 and 2.

Figure 6 shows the graph pattern where the bit rate decreases when the GOP size increases for all cases of frame rate values. The bit rate decreases because the number of I frames is less when the GOP size is large. The GOP size directly determines the size of the compressed video and thus, selection of GOP size contributes significant changes on the video bit rate.
\( B_l(q, r, l) \) is the normalized bit rate versus GOP size, \( l \) for the given quantization scale, \( q \) and frame rate, \( r \) presented in Equation (9).

\[
B_l(q, r, l) = \frac{B(q, r, l)}{B(q, r, l_{max})} \quad (9)
\]

The function describes how the bit rate decreases when the GOP size, \( l \) increases under the given quantization scale, \( q \) and frame rate, \( r \). The function can also be represented by the factor of \( l \) only and denoted as \( B_l(L, q, r) \). The equation can be written as in Equation (10).

\[
B_l(l) = \left( \frac{l}{l_{max}} \right)^{-c} \quad (10)
\]

Parameter \( c \) in the equation is also obtained from the graph in Figure 6 to obtain inverse power function and characterizes how fast the bit rate decreases when the GOP size, \( l \) increases with the given quantization scale, \( q \) and frame rate, \( r \). From the computed power function, the range of \( c \) is between the values of 0 and 1.

Thus, to compute the equation that characterizes all of the three parameters of quantization scale, \( q \), frame rate, \( r \) and GOP size, \( l \), Equations (5) - (10) are substituted into Equation (4). Then, Equation (11) is obtained.

\[
B^*(q, r, l) = B_{max}^* \left( \frac{q}{q_{min}} \right)^{-a} \left( \frac{r}{r_{max}} \right)^{-b} \left( \frac{l}{l_{max}} \right)^{-c} \quad (11)
\]

For a given target data rate for WSN where it must not exceed 250kbps, the determination of parameters for quantization scale, \( q \), frame rate, \( r \) and Group of Picture (GOP) size, \( l \) are subjected to the parameters range of \( 2 \leq q < 30, 0 < r \leq 30 \) and \( 0 < l \leq 30 \). The \( e-ViMoC \) optimization model for the three parameters setting of MPEG-4 video over WSN is shown below:

\[
B^*(q, r, l) = B_{max}^* \left( \frac{q}{q_{min}} \right)^{-a} \left( \frac{r}{r_{max}} \right)^{-b} \left( \frac{l}{l_{max}} \right)^{-c}
\]

subject to:

\[
B^*(q, r, l) = \begin{cases} q, & q \geq 2 \text{ and } q \leq 30 \\ r, & r \geq 1 \text{ and } r \leq 30 \\ l, & l \geq 1 \text{ and } l \leq 30 \end{cases}
\]

4. Performance Analysis and Discussion

This section presents the results and analysis of video transmission over WSN between rate control of \( e-ViMoC \) (video is encoded using optimal parameter settings) and non-optimized encoded video (video is encoded without the optimal value of parameter settings) to generate video trace file as an input to the simulator. In the non-optimized method, the parameter values are selected randomly. The random selection method used as the benchmark of the proposed work is adopted from the work [27], [28].

Network Simulator-2 (NS-2) is used to simulate the video transmission over WSN using Real-Time Load Distribution (RTLQ) routing protocol [29]. The simulation parameters used are 802.15.4 MAC and the physical layer parameter is set with the default power transmission (1mW).

A typical setup of one traffic configuration which considers a video traffic between one source node and a sink node in WSN application is used. The video traffic is generated based on \( e-ViMoC \) rate control model. In this simulation, 4, 9, 16, 25 and 36 nodes are located distributed in a region with the grid topology as shown in Figure 7. The payload used in the traffic is the video data with user datagram protocol (UDP) as the transport protocol.

Figure 8 shows the delivery ratio performance which is packets received at the sink node to the total packets sent from the source node in the network. The proposed \( e-ViMoC \) rate control model has successfully achieved average delivery ratio enhancement of 8.32%, 3.47% and 3.63% for \( akiyo \), \( foreman \) and \( mobile \) video sequences respectively compared to non-optimized method. The delivery ratio for \( akiyo \) video sequences in Figure 8(a) which is categorized as low motion with small video size is higher than \( foreman \) and \( mobile \) video sequences shown in Figure 8(b) and Figure 8(c). A small size of video sequences consists of a small number of packet transmissions. Hence, the receiver tends to receive a high number of packets sent from the sender. Based on the results, the delivery ratio of video transmission over WSN is decreased when the number of nodes in the network is increased from low network density (4 nodes) to medium network density (49 nodes). This is because a large number of nodes lead to more congestion, channel contention and interference between the nodes in the network. Figure 9 demonstrates the performance comparison of video transmission for \( e-ViMoC \) and non-optimized video encoding in term of energy consumption for all video samples. Energy consumption is defined as the energy consumed at each sensor node during the simulation task. The \( e-ViMoC \) video encoding consumes less energy where the average reduction 17.69% for \( akiyo \), 14.53% for \( foreman \) and 16.9% for \( mobile \) video sequences compared to the non-optimized video encoding. This scenario is observed based on the frequency of frame lost during video transmission. Since there are no packet retransmissions, the energy consumed is limited to the point where the packet is lost. The overall observation reports that the video frame transmission consumed more energy because of large size of the video frames have large number of packets to be sent. Furthermore, the energy consumption increased when the number of nodes increased from low (4 nodes) to medium (9 nodes) network density [30]. This is due to the number of hops or distance between a source node and sink node is increased which largely depends on the number of nodes in the network.
Figure 8. Performance comparison of video transmission in term of the delivery ratio for (a) akiyo; (b) foreman and (c) mobile video sequences

Figure 9. Performance comparison of video transmission in term of energy consumption for (a) akiyo; (b) foreman and (c) mobile video sequences

Figure 10 shows the quality of video encoded by using e-ViMoC and non-optimized after transmission over WSN. Video quality is measured in term of Peak Signal to Noise Ratio (PSNR) where the original video signal will be compared with the reconstructed video signal. The average PSNR for e-ViMoC encoded video is higher by 7% for akiyo video sequences, 3.92% for foreman video sequences and 0.7% for mobile video sequences compared to non-optimized encoded video sequences. This is due to the video size of the non-optimized encoded video is large. As a consequence, a lot of packet fragments needs to be sent over WSN which results in more packet loss in the network.
The proposed rate control model is enhanced Video Motion Classification based (e-ViMoC) model that considered three encoder parameter settings which are quantization scale \( q \), frame rate \( r \) and GOP size, \( l \).

Since this research focuses on designing reliable data transmission that is highly subjected to minimize the number of packet loss for video transmission, thus the reliability is measured in term of packet delivery ratio. From the simulation result, the delivery ratio for transmission of e-ViMoC encoded video for low video motion (akiyo video sequences) has an average improvement of about 8.32\%, compared to transmission of non-optimized encoded video. The low video motion has better performance compared to medium (foreman video sequences) and high video motion (mobile video sequences) because the video size of low video motion is smaller than others. Small video size produces less packet transmission and achieves reliable data transmission over WSN with high packet delivery ratio.

Since reliable data transmission in wireless network is very crucial for multimedia application, thus to improve the reliability of video transmission, communication protocols stack which is the transport protocol will be considered. Transport protocol works at transport layer that responsible to ensure end-to-end reliability, which is the probability of packets being received at the destination and to provide congestion control mechanism to reduce or alleviate any congestion happen. Hence, for future direction of this research, the enhanced transport protocol to provide lightweight protocol will be proposed. here
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Figure 4. The changes of video bit rate with different value of quantization scale

Figure 5. The changes of video bit rate with different frame rate
Figure 6. The changes of video bit rate with different size of Group of Picture (GOP)