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Abstract: In this paper, we have already presented a new approach for data routing dedicated to mobile Wireless Sensors Network (WSN) based on clustering. The proposed method is based on stochastic matrix and on the Markov Chain Cluster (MCL) algorithm to organize a large number of mobile sensors into clusters without defining the required clusters number in advance. It is based on mobile sensors connectivity to determine the optimal number of clusters and to form compact and well separated clusters. Our proposed approach is a distributed method using nodes locations, degrees and theirs residual energies during the cluster head election. Simulation results showed that the proposed approach reduced the loss packets rate by 80%, the energy consumption by 30% and improved the data delivery rate by 70% compared to LEACH-M protocol. Moreover, it outperforms the E-MBC protocol and reduced the average energy consumption and loss packets rate by 60%; as well as it improved the success packets delivery rate by 40%.
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1. Introduction

Recent advances in the world of microelectronics and wireless technologies have allowed the emergence of small sensors characterized by a constrained processing capabilities, wireless communication capabilities and a limited energy resource. A WSN is a computing paradigm based on the collaborative efforts of a very large number of self-organizing sensors. Sensor nodes are densely deployed in a sensing field to collect data from their environment and communicate it to the base station (BS) [1]-[4]. Thus, WSNs are used in a variety of applications such as smart habitat, military, forest fire detection, underwater applications, animal tracking, health monitoring, patient monitoring, etc. WSNs can be deployed in hostile areas such as volcano which make difficult to replace sensors batteries [5]. So, extending the WSN lifetime is a trivial task. In the literature, many papers showed that the radio module in a sensor node is the component which consumes the most part of energy (about 94%) because it is responsible to ensure the communication between sensor nodes [6]. For that, an appropriate data routing protocol should be used to optimize the energy consumption. Several research considers static networks while developing routing protocols. In such networks, nodes are fixed and do not change their locations after deployment. However, nowadays many applications such as the natural disaster prevention, complex environment supervision and medical supervision, etc, require the presence of mobile components in a WSN [1]. In fact, there are varieties of applications including mobile sensor nodes that should operate in all autonomy, collaborate together and transmit their data to the BS [2], [7]. Mobile sensors networks are characterized by a frequent topology change making more challenges for researchers [8]-[10]. Some data routing protocols consider that each sensor node can communicate directly with the BS. This is not a suitable assumption because sensor nodes are constrained by a limited source energy. Other solutions propose a multi-hop data routing. Hierarchical routing protocols have been widely used for WSNs and have demonstrated an energy efficiency and scalability [8]-[15]. The Hierarchical protocols organize sensor nodes in the network dynamically into groups called clusters. For each cluster, a sensor with some criteria is elected as cluster head. Then, the cluster head collects data from other sensors in its cluster and aggregates it to reduce data transmission and to save energy [16]-[19].

Many existing approaches assume that the number of clusters is known in advance. Thus, it is not the real world scenario because they avoid the dynamic creation of clusters according to the sensors mobility. For that, we considered, in this paper, a more general scenario and assume that formed groups depend on mobile sensors connectivity and position to generate more compact clusters.

In this context, the work in this paper fits in the field of modeling and simulating multi-hop mobile WSN and revolves around three axes. Firstly, we addressed the problem of dimensioning the network and propose the stochastic method to model this network. Secondly, we considered the network partitioning and we proposed a clustering method by reference to the stochastic matrix using the MCL algorithm. Then, we addressed the issue of data routing in a mobile WSN. Finally, we evaluated the proposed approach performance and compare it to the Mobile Low Energy Adaptive Clustering Hierarchy protocol (LEACH-M) and the Enhanced Mobility Based Clustering protocol (E-MBC) into the OMNet++ simulator.

This paper is organized as follows. In section 2, we gave a literature review of the different clustering methods in mobile WSNs. In section 3, we detailed the proposed clustering approach based on stochastic matrix and MCL algorithm to organize a mobile WSNs. In section 4, we described the proposed data routing protocol based on clustering to rotate collected data from mobile sensor nodes to the BS. In section 5, we presented the performance evaluation of the proposed protocol compared to LEACH-M and E-MBC. Finally, we concluded the work of this paper in section 6.
2. Related Work

When the network size is larger, its management becomes difficult. Flat routing protocols work well with small size networks [20]. So, partitioning a large scale network is a key tool to save energy in each node in the network. One of the known structuring approaches is the hierarchy. The hierarchical technique is used to divide the network into subsets to facilitate network management especially routing process. As shown in Figure 1, we distinguish three types of node group: zone hierarchy, cluster hierarchy and grid hierarchy.
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**Figure 1. Hierarchical Routing Protocols for Mobile WSN**

- Cluster Hierarchy: In this type nodes group, a cluster is defined by a set of nodes and a head node named Cluster Head (CH). The CH is a gateway linking the cluster nodes to the base station directly or through other CHs. The CH is elected according to different criteria such: the energy level of a sensor, connection with other sensors, location, etc.

The **LEACH-Mobile** is an extension of LEACH supporting the nodes mobility [21]. It outperforms LEACH in terms of loss packets rate in a mobile centric environment.

A node with low mobility is elected as CH. Once elected, the CH becomes stationary. Its election is based on the remaining energy, mobility and position given by the GPS system. It is based on data negotiation i.e. a mobile node transmits its data packet only if it receives a request from the CH. If it didn’t receive a request for 2 consecutive data frames, it should try to join a new CH [19], [21], [22]. This protocol is dedicated for WSN with low-mobility because sensors have a low speed. It is not an adaptive mobility protocol where the packet loss rate increase when the speed or the number of sensors increase in a WSN.

The **Enhanced Energy Efficient Clustering Algorithm** (EEECA) [23] is based on non overlapping groups. Each cluster is managed by a cluster head which collects data packets from all the member nodes, aggregates and sends it toward the base station [23]. Although EEECA can minimize the energy dissipation and improve the mobile WSN lifetime, it has some drawbacks. It considers that all cluster heads are able to reach the sink whatever the distance. This assumption is unrealistic for large scale WSN and lead to a significant amount of energy consumption. Also, it assumes that each node know its position at each instant t.

The **Mobility Adaptive Density Connected Clustering Algorithm** (MADCCA) [24] is a density based clustering protocol. The clustering process is based on the exchange of the average relative velocity, the position and the density between neighborhood mobile entities. This proposed approach was targeted to vehicular traffic scenario [24]. This protocol has two main drawbacks. Firstly, the vehicles move in the same direction. Secondly, they are equipped with GPS to be located.

The **Mobility-Based Clustering** protocol (MBC) [25] is designed for wireless sensors networks with mobile nodes. A node is elected as CH based on its remaining energy and mobility. The base station is fixed, the nodes are mobile and homogeneous. According to the number of sensors in a cluster, each CH creates a TDMA schedule. Each sensor node sends its data packets in its allocated time slot to its CH. When losing the connection with the corresponding CH, it broadcasts a request message to join a new CH. The main advantages of this protocol were energy efficiency, links stability and rate packet delivery success.

But, this protocol follows a proactive scheme and does not provide fault tolerance [19], [25]. An extension of MBC called **Enhanced MBC** (E-MBC) [26] has been proposed for mobile WSN. Similar to the MBC protocol, E-MBC is based on two phases: the set-up phase and the steady-state phase. In the first phase, mobile sensors are organized into clusters and a TDMA schedule is created. In the second phase, data packets are transmitted from sensors nodes toward the base station.

Each sensor node transmits its sensed data packet to the CH in its allocated time slot using a one-hop communication scheme.

Then, each CH aggregates the received data to transmit it toward the base station using a multi-hop scheme. If a sensor don’t has a data packet to transmit in its allocated time slot, it sends a special packet to indicate that it is still connected to the same CH. On the other side, a CH which has not receive any data packet in a time slot assumes that the corresponding sensor has left its cluster to another one. Thus, the CH eliminates the allocated time slot of the failed sensor node from the TDMA schedule.

The special packet has a small size compared to MBC allowing less energy consumption. Therefore, it informs CHs about its membership and about sensors nodes which are still alive. So, it is a fault tolerant and reliable clustering protocol [26].

- Zone Hierarchy: In the second type nodes group, the network is divided into different zones. Zones construction relies on network information, thus requiring its instrumentation. These information can be static (such as sensors position in a fixed network) or dynamic (such as the energy level of sensor nodes). By shrinking the topology reorganization scope, the scalability can be increased. This is achieved as each zone performs distributive routing. Some protocols are able to create non overlapping zones while others are not. It reduces the reorganization complexity inferred by nodes movement [19].

The **Zone-based Routing Protocol** for Mobile Sensors Networks (ZoroMSN) [27] supports the mobility of sensors. It is a routing protocol that divides a mobile WSN into zones. This protocol is used to route data in a low-mobility network. In fact, it is applicable in a WSN using small area sizes and sensors with low speed [27].

The **Cluster Based Routing Protocol** for Mobile Sensors Networks (CBRP) [28] is designed for high density network...
where clusters are formed based on sensors mobility. Nodes are assumed to be homogeneous and know their locations. The base station is assumed to be stationary. The sensor field is divided into different zones.

Each zone has a unique identifier. The size of these zones determines the neighboring of a sensor node. Each zone has a zone head which acts as a gateway between the sensors in the cluster and the base stations or with other zone heads. Routing is done by the zone head. The destination node collects several paths when receiving messages "Route Request" (RREQ) from the source node and selects the most stable way to send their "Route Reply" messages [28].

The Dynamic Clustering Mobile Data Collectors protocol (DCMDC) [29] is based on dividing sensors into groups called Service Zones (SZs). The localization of the mobility management traffic in a SZ reduces the communication overhead, bandwidth utilization and the roads establishment delay. This protocol is a self-organizing and adaptive dynamic clustering solution to keep MDC relay in the network. It reduces the energy consumption and prolongs the network lifetime [29]. However, it is characterized by an important handover interruption time, i.e., the delay from leaving one SZ and reaching a new one.

- Grid Hierarchy: In the third type nodes group, nodes are arranged into a grid, which can be either calculated in a centralized manner by the BS and transmitted to all nodes, or performed by the sensors nodes themselves using a greedy algorithm. The main reason for constructing a grid structure is to reduce energy consumption by enabling the sensors located at grid points to acquire the forwarding information [30].

The Mobility Aware Routing (MAR) [31] is an hierarchical routing protocol based on localization. In this protocol a geographic grid is constructed in the sensing field and cluster heads are selected according to the sensors nodes mobility factor. The mobility factor refers to the number of sensors positions change. The objective of this CHs election is to select the node that has minimal mobility rate. Then, the node which has the lowest mobility rate is elected as CH during the CH selection process. This improves the CH connectivity with its associated nodes [31]. However, this protocol presented a major problem because it doesn't consider the node energy in the CH selection process. Also, it doesn't consider nodes location, which increases the data loss rate.

According to the literature survey, the existing works on clustering for mobile WSN are not optimal because they do not consider all constraints. Indeed, nodes mobility factor is not addressed appropriately and the majority of the existing classification systems are based on the adaptation of solutions dedicated for a fixed network to support nodes mobility. It is difficult and impractical to use these conventional schemes proposed for static WSN in a mobile WSN. Even if the node mobility is considered, the work is not addressed effectively to a dynamic network where nodes can migrate to different clusters. For this, mobile nodes movement must be properly addressed. In fact, the LEACH-M and Zoro-MSN protocols are inappropriate for large-scale networks. The DCMDC is characterized by an important handover interruption time. The MAR does not consider nodes location and nodes energy in the CH selection process.

Therefore, sensors in MADCCA use GPS to be located. So, we have developed a new approach dedicated for a large mobile WSN that fills all the existing protocols limitations. This approach is based on the combination of three metrics at the CH election phase: the remaining energy, the degree and the position of each sensor. The proposed sensor location method is based on the combination of the GOMASHIO trapezoid method, ToA and RSSI techniques.

3. Proposed Approach for Clustering

Partitioning a graph require to specify partitions size in advance. This is used with graphs that are homogeneous like for mesh or grid structures. But it avoids the creation of natural groups. Otherwise, this is not suitable for mobile networks in which sensors reposition is not planned in every region at every instant. In fact, mobile sensors nodes move freely in the sensing field.

In this setting, using Mobile Sensors Network needs a graph clustering that finds good partitions without specifying the groups member number in advance.

3.1 Graph Clustering Paradigm

Graph clustering considers that the formed clusters have the following properties:

- A random walk in the graph G that visits a dense cluster will not leave this cluster until visiting many of its vertices.
- Noting that a partition \( V \) is a collection of disjoint sets \( V_1, \ldots, V_d \) where each set \( V_i \) is a nonempty subset of \( V \) and the union \( \bigcup_{i=1}^{d} V_i = V \).
- Emulating the network through a graph can be done by transforming it to a Markov graph. The Markov process simulates random walk on a graph to find clusters. The idea is to use Markov to promote dense regions and downgrade the less favored regions (with less popular neighbors). This leads to clusters structure creation in the graph. The Markov process takes as input a stochastic matrix corresponding to the Markov graph; then it alternates the expansion and inflation which are both operators converting one stochastic matrix into another. Mathematically, the resulting process is called the Markov Chain Cluster process or MCL process [32].

3.2 Classification by reference to a stochastic matrix

We proposed a classification method based on a stochastic matrix. The stochastic matrix reflects the affinity between the objects to be classified and is determined from the adjacency matrix which measure the similarity between them. The advantage of this method is its great flexibility due to the consideration of different resemblance measures (similarities measures, density measures, ...). The proposed classification approach is related to random walks on a graph by applying iteratively the stochastic matrix on this graph nodes [33].

Indeed, this sequence converges to a matrix which allow to identify the different classes. Therefore, the classification method associates to each node a probability that indicates its centrality degree in the class that it belongs.
3.2.1 Notations

S is an adjacency matrix having n variables that are measured on a set of N nodes.

\[ P = \left( P_{i,j} \right)_{1 \leq i, j \leq N} \] is a stochastic matrix having N lines and N columns. Each row of P is a probability vector (i.e. \( \forall i \in (1,2,\ldots,n), \sum_{j=1}^{N} P_{i,j} = 1 \)). The \( i^{th} \) line reflects the communication link of the \( i^{th} \) node with other nodes.

3.2.2 Stochastic Matrix Determination

The stochastic matrix P is determined from the similarity matrix S with:

\[ S_{i,j} = \begin{cases} 1 & \text{if } (x_i, x_j) \text{ are neighbors} \\ 0 & \text{otherwise} \end{cases} \] (1)

To calculate P, we proceed with the normalization:

\[ P = D^{-1}S \] (2)

where D is the diagonal matrix whose \( i^{th} \) diagonal element is equal to the sum of the \( i^{th} \) line of S:

\[ D = \sum_{j} (i, j); j \in [1..n] \] (3)

An example of a graph (a set of nodes forming a network) which we apply on it the stochastic matrix for classification is discussed below.

3.2.3 Identifying classes from a stochastic matrix

We consider the graph \( G(\mathbb{V}, \mathbb{W}) \) where \( \mathbb{V} \) is the set of vertices and \( \mathbb{W} \) are the edges. The graph has N vertices corresponding to the different nodes. An edge is created from the vertex \( i \) to the vertex \( j \) if node \( i \) can communicate with node \( j \) (i.e. the affinity between these node is not null). A random walk on this graph is a stochastic process that models a random movement from one node to another. It is defined by the stochastic matrix \( P_{i,j} \). This means that the probability of moving from node \( i \) to node \( j \) is given by the coefficient \( P_{i,j} \).

Among the known properties of stochastic matrices, recalling that for a non negative integer \( n \) (\( n>0 \)) the matrix \( P^n = (P^n_{i,j}) \) gives the probability of moving from node \( i \) to node \( j \) in \( n \) hops. The node \( j \) is said accessible from \( i \) if there is a path from \( i \) to \( j \) i.e. if there is an integer \( n \geq 0 \) such that \( P^n_{i,j} > 0 \). The nodes \( i \) and \( j \) communicate if there is a path from \( i \) to \( j \) and a path from \( j \) to \( i \) i.e. there are two integers \( n > 0 \) and \( m > 0 \) where \( P^n_{i,j} > 0 \) and \( P^m_{j,i} > 0 \). The communication relationship is an equivalence relation. It defines equivalent classes of vertices, where each class is a set of maximum nodes that can communicate. Therefore, these classes correspond to the strongly connected components in the graph.

3.3 Markov Chain Clustering Process

In MCL, two processes are alternated repeatedly:

- Expansion which is just normal matrix multiplication. It consists on putting the stochastic matrix P power \( n \): the probability of a random walk from node \( i \) to node \( j \) in \( n \) steps.
- Inflation which increase the weight of each vertices pair that have high \( P_{i,j} \) entries and thus have a good chance to be belonged in the same cluster.

3.3.1 MCL Inflation

Given a matrix \( M \in \mathbb{R}^{k \times l}, M \geq 0 \) and a non negative real \( r \), the matrix resulting from rescaling each column in \( M \) with a power coefficient \( r \) is called \( \Gamma rM \). \( \Gamma r \) is called the inflation operator with power coefficient \( r \). Formally, the action of \( \Gamma r : \mathbb{R}^{k \times l} \rightarrow \mathbb{R}^{k \times l} \) is defined by \[ \left( \Gamma r \right)_{pq} = \left( \frac{M_{pq}}{\sum_{i=1}^{k} M_{iq}^r} \right)^r \] (4)

3.3.2 MCL Algorithm Convergence

The algorithm converges always to a "doubly idempotent" matrix i.e. every element in a column has the same value with other elements in this column (homogeneous column). In fact, a non-negative homogeneous column in a matrix \( M \) which is idempotent under matrix multiplication is called doubly idempotent [32], [34].

Definition 1. Let \( G(\mathbb{V}, \mathbb{W}) \) be the associated graph of a non-negative idempotent matrix of dimension \( N \), where \( V = \{1..N\} \). The node \( i \in V \) is called an attractor if \( M_{ii} = 0 \). If \( i \) is an attractor then the set of its neighbours is called an attractor system.

So, to interpret clusters, the attractors have at least one positive flow value within their corresponding row (in the steady state matrix).

Each attractor is attracting the vertices which have positive values within its row. Then, the resulting sets form the clusters.

3.3.3 MCL Algorithm

The basic design of the MCL algorithm is given in Figure 2. Its input is the adjacency matrix determined from an undirected graph. The power parameter “\( e \)” is set to 1 because we treat the communication between node \( i \) and node \( j \) in one hop and the Inflation parameter “\( r \)” is set to 2. As shown in Figure 2, it add self loops to each node. Then, it create and normalize the associated stochastic matrix P. Next step is the expansion by taking the \( e \)th power of the matrix P and the Inflation by taking inflation of the resulting matrix with parameter \( r \). These steps are repeated until a steady state is reached (convergence). Finally, resulting matrix is interpreted to discover clusters.
In the next step, we determined the diagonal matrix $D$ as shown as:

\[
D = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \sum_{j=2}^{5} S(i, j) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \sum_{j=3}^{5} S(i, j) & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \sum_{j=4}^{5} S(i, j) & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \sum_{j=5}^{5} S(i, j) & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \sum_{j=6}^{5} S(i, j) & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \sum_{j=7}^{5} S(i, j)
\end{pmatrix}
\]

The stochastic matrix, obtained through the normalization based on Equation (2), is defined as following as:

\[
\begin{pmatrix}
\frac{1}{\sum_{i=1}^{7} S(i, j)} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & \frac{1}{\sum_{i=2}^{7} S(i, j)} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{1}{\sum_{i=3}^{7} S(i, j)} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \frac{1}{\sum_{i=4}^{7} S(i, j)} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \frac{1}{\sum_{i=5}^{7} S(i, j)} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{\sum_{i=6}^{7} S(i, j)} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \frac{1}{\sum_{i=7}^{7} S(i, j)}
\end{pmatrix}
\]

The calculation result of the preceding matrix (Adjacency matrix normalization) gives us the markov matrix $P$ presented below:

\[
P = \begin{pmatrix}
0.25 & 0.25 & 0.25 & 0.25 & 0.00 & 0.00 & 0.00 \\
0.20 & 0.20 & 0.20 & 0.20 & 0.20 & 0.00 & 0.00 \\
0.25 & 0.25 & 0.25 & 0.25 & 0.00 & 0.00 & 0.00 \\
0.25 & 0.25 & 0.25 & 0.25 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.25 & 0.00 & 0.00 & 0.25 & 0.25 & 0.25 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.33 & 0.33 & 0.33 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.33 & 0.33 & 0.33
\end{pmatrix}
\]

Given the Markov matrix $P$, the value $P_{ij}$ indicates the communication probability between the vertex $j$ and the vertex $i$ as compared to the other values in the $j$th column. A very important step is to iterate the alternation of expanding information flow via normal matrix multiplication and contracting information flow via applying $\Gamma_2$.

Then, we applied the inflation method resulting as the applying of $\Gamma_2$ to the Markov matrix $P$ followed by three successive rescaling procedure.
The MCL process converges when every column in the matrix obtained after inflation presents the same value. The steady phase is reached as following as:

\[
\begin{pmatrix}
0.31 & 1.13 & 0.31 & 0.31 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 & 0.00 \\
0.31 & 1.13 & 0.31 & 0.31 & 0.00 & 0.00 & 0.00 \\
0.31 & 1.13 & 0.31 & 0.31 & 0.00 & 0.00 & 0.00 \\
0.00 & 0.00 & 0.00 & 0.00 & 2.18 & 2.18 & 2.18 \\
0.00 & 0.00 & 0.00 & 0.00 & 2.18 & 2.18 & 2.18 \\
0.00 & 0.00 & 0.00 & 0.00 & 2.18 & 2.18 & 2.18
\end{pmatrix}
\]

According to Definition 1, the equivalence classes are \{1,2,3,4\} and \{5,6,7\}. The Figure 4 showed the resulting clusters when using the MCL process.

**Figure 4.** Formed clusters by MCL algorithm

4. Data Routing

In this section, we described our proposed approach to rotate collected data from mobile sensors nodes to the BS.

4.1 Process Network Model

We consider an heterogeneous network in which sensors nodes are randomly dispersed over the sensing field. We assumed that:

- The sensors nodes are mobile and move randomly in the sensing field,
- There are few anchors nodes knowing their positions in advance,
- The sink is fixed,
- All nodes have the same energy level initially and the same range which is equal to R.
- Mobile nodes are located using the trapezoidal GOMASHIO approach combined with the ToA and RSSI techniques. The determined position is compared to each mobile node range; then, if it is lower than this range, it is admitted to be the final mobile node location.

4.2 Radio Energy Consumption Model

We implemented the same radio energy consumption model proposed in [35], [36], [37]. In this model, the consumed energy for transmitting k-bits message over a distance d is determined by \( E_{\text{Tx}}(k,d) \) (Equation (5)). The dissipated energy when receiving a k-bits message from a node at distance d is given by \( E_{\text{Rx}}(k) \) (Equation (6)).

\[
E_{\text{Tx}}(k,d) = E_{\text{elec}} \cdot k + E_{\text{amp}} \cdot k \cdot d
\]

(5)

\[
E_{\text{Rx}}(k) = E_{\text{elec}} \cdot k
\]

(6)

where \( E_{\text{Tx}} \) and \( E_{\text{Rx}} \) are the transmitting and receiving cost respectively, \( E_{\text{elec}} \) is the energy consumption when running the transmitter or receiver circuitry and \( E_{\text{amp}} \) is the energy dissipation for the amplifier transmissions. When launching the experiments in this paper, the radio energy consumption parameters are taken as: \( E_{\text{elec}} = 50nJ/bit \), \( E_{\text{amp}} = 10pJ/bit/m \).

4.3 Protocol Description

Our approach is based on three phases: the setup phase, cluster head election and data transmission.

4.3.1 Setup Phase

During the setup phase, anchors nodes forward an advertisement in order to collect data regarding the mobile nodes in their coverage. Mobile sensors nodes should determinate and send their locations, their residual energies and their degrees to the corresponding anchor node. Based on the received data, each anchor node calculates the stochastic matrix and launch the MCL algorithm to organize its member. More than one cluster can be found by an anchor node. During initialization, each anchor node broadcasts an announcement to start mobile nodes organization. After calculating the weight, a mobile sensor node selects the nearest anchor in its range and sends a message CH Announcement. Anchor node runs the MCL algorithm to organize the mobile sensors, to form the clusters and to elect for each cluster a CH having the higher weight.

4.3.2 Cluster Head Election

The anchor selects a group header for each group. This is a useful mechanism that reduces the complexity and increases the energy efficiency in a network [38]. During cluster head selection, anchor node calculates a weight for each mobile node in its coverage based on its residual energy, its proximity to this anchor and its degree. The weight is given by the following equation:

\[
W_i = \text{deg}_i + e_{\text{ri}} + \frac{1}{d_{\text{iai}}}
\]

(7)

where \( \text{deg}_i \) is the degree of the node i, \( e_{\text{ri}} \) is the residual energy and \( d_{\text{iai}} \) is the distance that separates node i to the anchor i in its range. This distance is determined using the combination of three methods: Gomashio based on trapezoidal method, ToA and RSSI. The corresponding process is given in Algorithm 1.

Start location estimation;

if is_mobile_node then

broadcast an announcement to get anchors range

for j=1 to nb anchor do

Determine points coordinate resulting from different anchors range intersection
dgij= position by the gomashio trapezoidal
drij= position by RSSI to anchor j
dtij= position by ToA

end for

end if

end for
Gomashio error-correction;
if is_mobile_node then
    position = Min(my_range, dgij, djri, dtij)
end

Algorithm 1: Mobile node position estimation
Cluster head should have the higher weight as compared to other nodes in the cluster. The cluster head election process is given in Algorithm 2.

Start Cluster Head Election;
if is_scheduled then
    if this_is_anchor then
        broadcast an organization announcement
    end
end

Receive organization Announcement;
if is_mobile_node then
    determine_distance_to_my_anchors();
    if is_the nearest_anchor then
        calculate my_degree();
        my_weight = my_degree
        + my_residual_energy
        + 1/distance_to_my_anchor
        send_CH_Announcement(myID, my_weight);
    end
end

Receive_CH_Announcement;

Algorithm 2: Cluster Head election Algorithm
CH election process is re-launched periodically. The main objective is to select a node as a cluster head that has higher neighbor nodes number, higher residual energy and is has the nearest position to the anchor node. Such CH selection serves two purposes:

1. Cluster head located near the anchor node provides better packet delivery and efficient energy consumption during communication with anchor node. When receiving data from other mobile sensors, the CH has to send its data packets to the anchor.

2. During communication between a CH and its member, such cluster head selection (with higher degree) can reduce the packets lost number because there is a possibility that CH and mobile nodes members are within transmission range of each other.

4.3.3 Data transmission
When generating a data, each mobile sensor node sends its data packet to its cluster head. The system assumes that if any mobile node move away from a cluster to another, it loses the communication with the old CH and should try to join a new CH.

Each CH collects data from the surrounding nodes in its cluster, performs data aggregation and forwards it to the nearest anchor node in its range. Then, this anchor sends the data to the sink either directly or indirectly via some other anchors nodes.

5. Performance Evaluation
An effective evaluation is important to convince users and to give them confidence regarding the proposed clustering methods.

5.1 Clustering Quality Evaluation
Different clustering algorithms are proposed and usually lead to different clusters in the sensing field. Even, for the different algorithms, the different parameters selection and data presentation may highly affect the final clustering groups. Our proposed method for clustering tends to:

Optimize the number of clusters: by minimizing the number of clusters and minimizing the number of isolated nodes and clusters with small size.

Maximize the formed clusters homogeneity: in terms of their cardinality.

Minimize the mean of the distances between the sensors within a cluster: minimize the intra-clusters inertia.

Combine multiple criteria when electing the CH: Knowing that the existing works have used only two criteria as well as the intra-clusters distance average was not taken into account.

Minimizing the intra-clusters distance (intra-clusters inertia) still an objective to obtain compact and well separated clusters. In fact, the intra-Clusters inertia measures the sensors concentration around the gravity center. More smaller is this inertia, little is the sensors dispersion around the gravity center. Let’s recall that each cluster is characterized by a gravity center which is defined by $\mu_k$ in the Equation (8):

$$
\begin{align*}
\mu_k &= \frac{1}{N_k} \sum_{i \in C_k} x_i \\
\mu_k &= \frac{1}{N_k} \sum_{i \in C_k} y_i
\end{align*}
$$

with: $N_k = \text{card}(C_k)$. The intra-clusters inertia is defined in Equation (9):

$$
J_k = \frac{1}{N_k} \sum_{i \in C_k} d(n_i, \mu_k)
$$

with $n_i$ is node $i$. A good partition obtained by a clustering method is the one which have a low inertia value. Then, it is necessary to determine the average inertia for the whole network in order to evaluate the performance of the
clustering methods. The intra-clusters inertia average for a network is given in Equation (10):

\[ J_w = \sum_K \frac{1}{N_K} \sum_{i \in C_K} d(n_i, \mu_K) = \sum_K J_K \]  

(10)

5.2 Results

We evaluated the performance of our proposed clustering & routing protocol for mobile WSN through simulation results. Simulations are carried out in the OMNet++ framework. It uses a modular structure to define the network architecture. It is based on INET framework which is well suited for simulations of WSNs as well as it supports nodes mobility [39]. The performance of our proposed protocol is compared to the routing protocols: LEACH-M and E-MBC [19], [21], [22], [27]. They were simulated for different number of nodes which are randomly distributed in a sensing field that have a dimension of 1000m × 1000m. Simulation parameters are shown in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field dimension</td>
<td>1000×1000</td>
</tr>
<tr>
<td>Initial energy in each node</td>
<td>1J</td>
</tr>
<tr>
<td>Nodes distribution</td>
<td>Randomly deployed</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>25, 50, 75, 100 and 125</td>
</tr>
</tbody>
</table>

The considered metrics in the evaluations are energy consumption, number of clusters, Intra-clusters inertia, number of alive nodes, loss packets rate and data packets delivery percentage.

As shown in Figure 5, our proposed clustering method based on stochastic matrix and MCL algorithm reduced the number of clusters as compared to LEACH-M and E-MBC. In fact, LEACH-M and E-MBC are probabilistic algorithms which fix at advance the number of clusters and do not guarantee an adequate cluster-heads distribution in the network. But, the proposed approach uses a deterministic method to determine the appropriate number of clusters allowing compact and well separated partitions with an entire network coverage. This leads to a minimal number of isolated sensors and a minimal energy consumption. When considering intra-clusters distances, as shown in Figure 6, our proposed approach succeed to form more compact clusters i.e. with low intra-clusters inertia. So, the proposed method showed a performance improvement compared to LEACH-M and E-MBC because the proposed clustering technique takes into account the sensors nodes proximity (sensors positions).

We simulated the average of the energy consumed by sensors nodes in the WSN, as shown in Figure 7, at node speed of 5 m/s. From Figure 7, we noted that LEACH-M did not provide efficient energy consumption. According to Figure 7 and since 1500 rounds, we noted that our approach minimized the energy consumption by 70% compared to LEACH-M and by 60% compared to E-MBC. This is due to:

1. LEACH-M is a centralized protocol in which the BS is responsible of the clusters formation and the mobile sensors organization. But, in our approach anchor nodes organize and communicate the cluster ID for each sensor via shortest paths. Second, LEACH-M is based on data negotiation. Mobile nodes wait for a request (REQ Data) from the cluster head to send data in their allocated slot time in the TDMA schedule. If no response is obtained from the node, the CH will mark this member as mobile-suspect. Then, the CH repeats the same thing for the next slot time allocated for the same node. If no response, the sensor node is declared as mobile node and the slot time for that node is deleted from the TDMA schedule [40]. So, an extra traffic is added in the network.

On the other hand, in our approach the mobile node which did not find a CH in its range stores its data in a buffer until the next round.

Therefore, joining CHs in the E-MBC protocol is based on link stability (the longest connection time) rather than the minimum distance between sensors nodes and CHs. For this, sensors may not join the nearest CH which leads to more energy consumption. But, the proposed protocol is based on the sensors degrees reflecting the number of neighbors as well as the minimum distance between sensors nodes and the anchors in the CH election phase. This leads to less power consumption.

So, the proposed approach consumes less energy compared to both LEACH-M and E-MBC.
As shown in Figure 8, the number of alive nodes is greater as compared to LEACH-M and E-MBC. After 500 rounds, this number was 40 by the LEACH-M protocol, 55 by E-MBC and 96 by the proposed protocol. After 1000 rounds, it decreased rapidly by LEACH-M and E-MBC until reaching respectively the value 20 and 32; whereas it reached 90 nodes by the proposed approach. In fact, as sensors nodes consume more energy by LEACH-M and E-MBC, the number of alive nodes decrease quickly.

So, in terms of network lifetime, our approach outperforms the both LEACH-M and E-MBC.

According to Figure 9 our proposed approach reduced the loss packets rate as compared to LEACH-M and E-MBC. In fact, When using 100 nodes, loss packets rate was 60% by the LEACH-M and 40% by the E-MBC protocol; whereas it was only 20% by the proposed approach. So, the obtained results proved that the proposed protocol outperforms the both protocols: LEACH-M and E-MBC.

As shown in Figure 10, the packet delivery ratio decreased when the number of nodes increased (for all protocols). But, data packets have more chance to achieve the BS by the proposed approach compared to LEACH-M and E-MBC. This increase achieved 70% compared to LEACH-M and 40% compared to E-MBC during the communication. This is due to the better CH election technique used in our proposed solution. Thus, LEACH-M and E-MBC sets the number of CHs in advance without identifying theirs degrees and theirs positions.

By all the simulation results discussed above, we concluded that our approach outperforms both the LEACH-M protocol and the E-MBC protocol in terms of average energy consumption, packets loss rate and success rate of packets delivery showing that the proposed protocol is more adapted for a large network and under high mobility nodes.
6. Conclusion and Prospects

In this paper, we have already presented an efficient clustering protocol that determine the optimal number of clusters according to mobile sensors connectivities and positions. It allows to form compact and well separated clusters, to reduce the energy consumption and to ensure the best coverage in a mobile WSN. The proposed clustering algorithm is based on stochastic matrix & MCL. It is executed periodically at anchors to organize sensors nodes into clusters and to elect new CHs using the combination of three parameters: nodes proximities to the anchor, nodes degrees and nodes residual energies. Firstly, we have discussed the existing clustering protocols dedicated to mobile Wireless Sensors Network. Then, we have detailed our approach based on stochastic matrix & MCL algorithm to efficiently organize mobile sensors nodes and to rotate data packets toward the base station.

The performance of our algorithm was compared to LEACH-M and E-MBC protocols which fix in advance the number of clusters. Simulation results showed that the proposed protocol is more suitable for mobile WSNs. Among the improvements obtained by our protocol, we mentioned the reduction of energy consumption by 30% and the packets loss rate by 80%. On the other hand, we noted the increase of packets delivery rate by 70% compared to the LEACH-M protocol. On the other side, compared to the second competitor protocol "E-MBC", the simulation results showed a marked reduction concerning energy consumption and loss packets rate evaluated at 60% on the one hand; on the other hand, an increase in the delivery packets rate of 40%. Moreover, the proposed approach showed clearly its effectiveness when the network becomes dense-large scale with a high mobility rate.

Our future work tends to achieve more energy efficiency by implementing a MAC protocol.
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