Abstract: Network design process is a very important in order to balance between the investment in the network and the supervisors offered to the network user, taking into consideration, both minimizing the network investment cost, on the other hand, maximizing the quality of service offered to the customers as well. Partitioning the network to smaller sub-networks called clusters is required during the design process in order to ease studying the whole network and achieve the design process as a trade-off between several attributes such as quality of service, reliability, cost, and management. Under Clustered Architecture for Nodes in an Optical Network (CANON), a large scale optical network is partitioned into a number of geographically limited areas taking into account many different criteria like administrative domains, topological characteristics, traffic patterns, legacy infrastructure etc. An important consideration is that each of these clusters is comprised of a group of nodes in geographical proximity. The clusters can coincide with administrative domains but there could be many cases where two or more clusters belong to the same administrative domain. Therefore, in the most general case the partitioning into specific clusters can be either an off-line or an on-line process. In this work only the off-line case is considered. In this study, we look at the problem of designing efficient 2-level Hierarchical Optical Networks (HON), in the context of network costs optimization. 2-level HON paradigm only has local rings to connect disjoint sets of nodes and a global sub-mesh to interconnect all the local rings. We present a Hierarchical algorithm that is based on two phases. We present results for scenarios containing a set of real optical topologies.
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1. Introduction

With the rapid development of wavelength division multiplexing (WDM) technology, optical networks could employ hundreds of wavelengths to support increasing traffic. In such dynamically re-configurable networks, routing and add-drop are performed for each individual wavelength in every node, thus resulting in increased complexity as well as capital and operational expenditures [1, 2]. Optical networks are evolving into a complex interconnection of circuit switched domains and layers (or granularities), with the border of domains being driven by many factors. Moreover, that in existing networks resources are typically managed and controlled in a hierarchical manner. With the increase in the number of entities that need to be controlled within a hierarchical framework in optical networks. The hierarchical design process of Core networks has to balance the investment in the network against the QoS and the benefits provided to the network users. Usually this process involves the partition of the network into smaller disjoint sub-networks (Clusters) in order to reach a good trade-off between several agents such as cost, management, reliability and quality of service.

In this study we considered a new Core network architecture known as CANON, where a large scale network is partitioned into a number of clusters taking into account various criteria like administrative domains, topological characteristics, traffic patterns, legacy infrastructure etc. An important consideration is that each of these clusters is comprised of a group of nodes in geographical proximity. The clusters can coincide with administrative domains but there could be many cases where two or more clusters belong to the same administrative domain.

In the CANON architecture, the network is a buildup of a number of clusters. Routing is hierarchical:

- The intra-cluster routing transfers all the traffic within the same cluster according to a ring logical topology. One aggregation node denoted as Core Transit Node (CTN). Similarly, the CTN aggregates also all the traffic coming from different clusters and directed to its cluster.
- The inter-cluster routing transfers all the traffic among different clusters according to a generic mesh logical topology among all CTNs.

In this study, we propose a new hierarchical approach that partitions a general mesh optical network into a number of clusters that are compatible with the CANON paradigm. These clusters are built in a way that minimizes network resources required to sustain some given traffic demand based on CANON hierarchical routing.

This optimization problem implies to solve the two classical problems of Logical Topology Design (LTD) and Routing and Wavelength Assignment (RWA). This is only a conceptual decomposition that helps in understanding and reasoning about the problem. In an optimal approach, the two sub-problems would be considered together in the solution. But here we provide a description of a sub-optimally solution to the problem such that the proposed algorithm solves at first the phase LTD and then after that it solves the RWA phase independently. The objective of this LTD phase is to partition the network nodes into set clusters. How many clusters in the solution, how nodes is partitioned, number of nodes within each cluster, and how the corresponding CTNs must be selected in a way that helps to achieve the goal of minimizing the resources needed to carry the traffic demands. The goal of this RWA phase is to define and reserve the physical network resources (optical nodes and links), which are required to establish the connections between nodes to sustain traffic demands over CANON logical topology, which is the outcome from previous phase LTD. In this phase we have assumed a fixed route between each source-destination pair, the fixed routes are computed according to the hierarchical routing of CANON paradigm.
This study illustrates several design parameters that needed to be considered in determining the network cost while varying a number of clusters and placement of CTNs in the network. Mainly the network costs which are considered by this study are:

- The count of the optical switching ports; we would use the minimum possible number of optical switching ports to support the given traffic.
- Wavelengths, at the same time, we would also like to use the minimum possible number of wavelengths since using more wavelengths incurs additional equipment cost in the optical layer.
- Hops, this parameter refers to the maximum number of hops taken up by a light path. The reason this parameter becomes important is that it becomes more difficult to design the transmission system as the number of hops increases, which again increases the cost of optical layer equipment.

In general, we will see that there is a trade-off between these different parameters. Though, in this work only the off-line case is considered, as this work focuses on topology design phase which can be considered as static solution which lasts for very long time. This assumption gives the researchers the time required for running the proposed algorithms to find an optimal design solution. In the meanwhile, online case is more important for handling frequent changes in the networks parameters such as the offered network traffic Matrix where new solutions are always demanded in short time frame where this time budget is not enough to find an optimal design solution and where simple heuristics could be proposed to find an acceptable solutions in fast times.

2. Hierarchical Clustering

We consider an optical network with \( N \) nodes, connected by links that consist of one fiber per direction, each of them carrying \( W \) wavelengths.

2.1. Optimal partition and routing problem

The design objective is to sustain some given traffic demand over a network based on CANON paradigm while minimizing the total number of optical ports and the number of wavelengths in the whole network.

This optimization problem implies to solve the two classical problems of Logical Topology Design (LTD) and Routing and Wavelength Assignment (RWA). The LTD is based on the following phases:

1. network partition, in which the network is partitioned into \( K \) clusters;
2. logical ring selection for each cluster, in which a logical ring is determined among all the nodes in the same cluster;
3. CTN selection for each cluster, in which one node is designated as CTN.
4. Logical mesh selection among the CTNs, finding a set of light paths among all the CTNs in the network.

In the RWA, the traffic demand is routed on the physical topology. Here, each one of the logical rings and the light paths is assigned a path on the underlying physical topology of the original mesh network. The traffic is routed according to the hierarchical intra-cluster and inter-cluster routing described above. Where we presented a hierarchical Optical Network Clustering algorithm consists of two phases:

- Logical Topology design
  i. Clustering. Partition the network into \( K \) clusters, then identify logical rings inside the clusters.
  ii. CTN selection. Designate one node in each cluster as the CTN, then find a set of light paths for communications between all the CTNs in the network.

- Routing And wavelength Assignment
  i. On the physical topology. Each one of the logical rings and the light paths is assigned a path on the underlying physical topology of the original mesh network. Traffic routing.

This phase is further subdivided into two parts: intracluster traffic routing. Intercluster traffic routing.

We impose that the \textit{intra-cluster} traffic flows in only one direction around the ring, a common situation because of protection requirements. However, our methods can be easily extended to bidirectional rings. Note that the intra-cluster ring has been chosen for its well-known advantages in terms of dimensioning, management, multicast, protection and restoration, etc. This also constitutes a natural migration step when starting from today’s SDH rings. A new algorithm - for clustering optical Core network into smaller sub-networks- has been proposed in order to reach a good trade-off between several agents, such as cost and performance. We have carried out a thorough study and simulation about the use of our clustering algorithm on a set of real optical Core networks.

2.2. System model

The network physical topology is described by an undirected graph \( G = (V, E) \), where \( V \) is set of \( N \) nodes and \( E \) is a set of links. Let \( e_{ij} \) be the link between \( v_i \in V \) and \( v_j \in V \) and \( c(e_{ij}) \) its physical distance (i.e., expressed in kilometers). Let \( E(v_i) \) be the set of links connected to \( v_i \).

Let \( C_i \subseteq V \) be the \( i \)-th cluster and \( n_i = |C_i| \) be the number of nodes in \( C_i \). Within each cluster \( C_i \), the unidirectional logical ring \( LR_i \) interconnects the \( n_i \) nodes; \( LR(i, j) \), with \( j = 1 \ldots n_i \) is the \( j \)-th node in \( LR_i \) (starting from some arbitrary node in the cluster). Similarly, the physical ring \( PR_i \) is a cycle that contains all the nodes of the physical topology needed to construct the corresponding \( LR_i \). An inter-cluster mesh connects the \( K \) CTNs. Let \( CTN_i \) denote the CTN node of cluster \( C_i \). The routing among the CTNs is the shortest path, according to the physical distance.

2.3. Toy example

Consider the example of LTD and RWA shown in Figure 1. The original physical network with \( N = 12 \) nodes is shown in Figure 1(a) where circles represent the optical nodes and lines is the fiber links. Assume \( K = 3 \). Initially, as shown in Figure 1(b), the network is partitioned into three clusters \( C_1 \), \( C_2 \), and \( C_3 \), where \( C_1 = \{1, 2, 8, 9\} \), \( C_2 = \{7, 6, 10, 11\} \), and \( C_3 = \{3, 4, 5, 12\} \). Figure 1(c) shows the CTNs selected in each cluster, where the CTNs have been represented by the rectangle. Figure 1(d) shows the unidirectional logical ring \( LR \) within each cluster. The nodes inside \( C_1 \) are interconnected by \( LR_1 = \{2, 1, 8, 9\} \) similarly \( LR_2 = \{7, 6, 10, 11\} \) and \( LR_3 = \{4, 3, 12, 5\} \). Figure 1(e) shows the physical rings corresponding to the intra-cluster rings: \( PR_1 = \{2, 1, 8, 9, 10, 7\} \), \( PR_2 = \{6, 7, 10, 11\} \) and \( PR_3 = \{3, 6, 11, 12, 5, 4\} \).
2.4. Traffic demand

We define the traffic demand matrix \( T = [t(s,d)] \), where \( t(s,d) \) denotes the traffic demand, measured in integer multiples of the wavelength capacity, to be carried from node \( s \) to node \( d \). Given the network partition, we define a \( n_i \times n_i \) matrix \( T'_{\text{intra}} \), as the intra-cluster traffic matrix, where \( T'_{\text{intra}}(s,d) \) denotes the traffic volume to be exchanged among nodes \( s,d \in C_i \). For all the \( K \) clusters, we define the inter-cluster traffic matrix \( T_{\text{inter}} \) of size \( k \times k \), where \( T_{\text{inter}} \) denotes the aggregated traffic exchanged between different clusters, i.e., routed through the corresponding CTNs.

3. Related Work

In general, network partitioning problem is a well-studied subject. Mathematically, the network partitioning is defined on a graph \( G(V,E) \), such that it is possible to partition \( G \) into smaller partitions with specific properties, while the input to the partitioning algorithms generally consist of a set of nodes and edge weights, while the output is a partition of the nodes that optimizes a given objective function. Methods of graph partitioning include bi-partitioning, balanced partitioning, partitioning with cost optimization, minimizing cut-size, and so on. Some clustering studies consider the traffic matrix only. As for optical networks, the authors in [11] proposed to partition nodes in a ring such that groups of nodes are exist that have a high amount of traffic to each other, but there is comparatively less traffic between nodes belonging to different such groups, as it is desirable for traffic demands within a cluster to be denser than inter-cluster traffic. The \( MTSP \) problem is \( NP-Complete \) [2], a heuristic based solution is used to approximate the optimal one. Here, to perform network clustering: our options are the following i) based on the physical topology. ii) based on \( T \). iii) distance traffic product solution. We have studied the i and ii.

3.1. Simulated Annealing

Simulated annealing (SA) is a generic probabilistic meta-heuristic for solving combinatorial problems [3]. SA is based on the analogy to physical annealing [4]. SA tries to find a good approximation to the global optimum of a given function in a large search space. So, it tries to avoid being trapped in local optima by accepting both "good" and "bad" moves, and gradually lowering the probability of accepting "bad" moves. Even though in theory, SA can find the global optimum. For certain problems, SA is efficient if the goal is mere to find an acceptably good solution in a fixed amount of time, rather than the best possible solution. [5] [6] as typically implemented [3], SA approach involves a pair of nested loops and three additional parameters, cooling ratio \( r \) and two real numbers are the minimum and the maximum values of temperature \( \theta \).

Let us define the following: A solution \( S \) denotes a feasible solution for the problem. A neighbor solution \( \hat{S} \) is a new solution of the problem that is produced by altering \( S \) in some particular way. \( F(S) \) is the cost function that is being optimized by SA. Figure 2 depicts the SA algorithm. \([\text{Path}, d] = \text{Shortest-Path}(G, v_1, v_2) \) is a function that determines two outputs. The first is a path, which represents the minimum length path from node \( v_1 \) to node \( v_2 \). The second is \( d \), which represents the physical distance of a path. We define \( \text{Paths} = [\text{Paths}(s, d)] \) that is \( N \times N \times N \) matrix, where \( \text{Paths}(s, d) \) is an array of nodes having the shortest path between node \( s \) and node \( d \). Similarly, a distance matrix that is \( N \times N \) matrix denoted as \( \text{dist} \), where \( \text{dist}(s, d) \) denotes the shortest path between node \( s \) and node \( d \) according to the physical distance.

At the initialization step 1, it set \( S \) to a random feasible solution. After that, the algorithm executes two loops, An outer loop is shown by step 5 and the inner loop is depicted in step 4. The outer loop runs for a fixed number of iterations, this number is bounded by the initial and the final \( \theta \). The inner loop is nested and executed inside the outer loop. In each the inner loop iteration, the algorithm generates \( \hat{S} \) then it computes benefit of \( \hat{S} \) compared to \( S \) equals \( \Delta = F(S) - F(\hat{S}) \) then the algorithm decides to mark the \( S \) as the current solution or not based on the equation in shown in step 3.

![Figure 1. Example of LTD and RWA for K = 3 and N = 12](image1)

![Figure 2. Simulated annealing structure of the problem used in this work.](image2)
algorithm are not independent for each problem instance. We repeat the process until no permutation of the parameters can improve the performance.

3.2. ESA

So, we propose a new implementation based on Extended Simulated Annealing (ESA) algorithm described in [5]. ESA is used to solve the MTSP problem. Where distances between cities are computed by Euclidean distance. The ESA has a good performance in term of quality and running time. It was tested with a network of 400 cities, and the tests were performed on an IBM PC-586(400MHz). The tests take less than 51 minutes to output the results. Moreover, ESA can solve the MTSP without any transformation into a standard form, unlike most heuristic algorithms [7]. Hence, we need to solve MTSP problem with an input being the shortest-path not the Euclidean distance, modifications are needed to be introduced to ESA so it suits our problem. In fact, if we try to solve our problem using ESA, it could produce physical rings that traverse a node more than once.

4. LTD - Network partition

The number of clusters, their composition, the number of nodes within each cluster, and the corresponding CTNs must be selected in a way that helps to achieve the goal of minimizing the resources needed to carry the traffic demands. The selection of clusters is a complex and difficult task, as it depends on both the physical topology of the network and the traffic matrix. To illustrate this point, consider the tradeoffs involved in determining the number of clusters. If K is very small, the diameter and number of nodes of each cluster will likely be large. Hence, the optical light paths traverse long distances which lead to increase the number of wavelength in the whole network. Moreover a large amount of inter-cluster traffic will lead to bottlenecks at the CTNs. On the other hand, a large K value implies a small number of nodes within each cluster. In this case, the amount of intra-cluster traffic will be small, resulting underutilize the capacity of the light paths. Similarly, at the second-level cluster, paths will have to be set up to carry small amounts of inter-cluster traffic.

4.1. Network partition

Initially, we describe an offline heuristic based solution to partition the network nodes into a given number of clusters and eventually define the intra-cluster rings. In this construction method is based on clustering of nodes in the network, followed by identification of the shortest path connecting the nodes in each group to form a ring. This heuristic solution considers the physical topology rather than the traffic matrix as an input, due to a fact that the physical topology tends to be more stable over time than the traffic matrix. Moreover, there is no relevant advantage in case the traffic is uniformly distributed. However, a good solution produces clusters of anode within the same geographical region, as this is a vital factor in terms of management. Secondly, this helps in reducing the overall cost of deploying the network, hence leading to clusters with short diameters/light paths thus requiring less number of wavelengths to sustain the traffic demand matrix.

The goal to find K clusters in a given network such that each node belongs to only one cluster is similar in solving MTSP problem. This MTSP based solution (MTSP -based) can be defined as follows: Given a network physical topology, let the goal is to find K clusters. Each node is belonging to one and only one cluster in the solution. Then, the MTSP consists of finding intra-cluster rings for all K clusters, all rings start and end at any node, such that each other intermediate node is visited exactly once and the total cost of connecting all nodes is minimized. The cost metric is defined in terms of distance in kilometers:

- Input $G(V, E)$ and $K$;
- Output: $\{C_i\}_{i=1}^N$; output $\{LR_i(j)\}_{i=1...N, j=1...ni}$

Note that the value of K is a given input of our clustering algorithm. In a more general framework for the optimal network design, an optimal value of K can be found by running the clustering algorithm with a set of candidate values for $K$ and choosing the best $K$ according to some utility function.

The implementation we consider in this section is based on the general approach shown in Figure. 2. It is basically similar to the MTSP formulation studied in ESA (though the latter is based on a different input model and optimization goal). Here we report our implementation for MTSP-based algorithm without resorting to previous knowledge of ESA.

As previously mentioned, the algorithm takes as an input the network physical topology and the outcome is the clusters and the logical rings and the solution $S = \{LR\}_{i=1}^K$ denotes a clustered network.

There are three main issues related to the adaptation of the general form approach of III-A to suit the MTSP based problem. i) Generation of the initial random solution for S, at this step, for each node, pick a random cluster and associate it to. ii) The design of the moves and neighborhood structure $S$. $S$ is generated by altering $S$ as shown in Figure. 3. we used two schemes for this purpose. In the first scheme, the algorithm finds a new permutation LR. The second scheme is the partitioning part in the algorithm, where it tries to make the size of the clusters balanced, but also it can help to find the arrangement of nodes in LR, for instance, in case it chooses the same cluster twice this means, it is changing one node position to a new position in the LR. Basically, it is exploring a new permutation of the cluster nodes. iii) The design of the evaluation cost function.

### Figure 3. Neighbor generation for MTSP Based algorithm

The MTSP-based algorithm generates the clustered network through minimizing the cost function $F(S)$. According to neighbor generation after each move, one or two new clusters
is introduced. Then the algorithm computes the benefit could be gained or lost by the neighbor solution $S$. The benefit equals $\Delta = F(S) - F(S')$. To reduce the time that is needed to compute $\Delta$. We have proposed to compute only the difference in the gain, instead of recomputed $F(S')$ from scratch.

1) Cost function evaluation: Then the cost function $F(S)$ can be computed as follows:

$$F(S) = \sum_{i=1}^{K} \left[ f_d(LR_i) + \beta f_o(n_i) \right]$$  (1)

$$f_o(n_i) = \frac{n_i}{N} \times \log \left( \frac{n_i}{N} \right)$$  (2)

Where $f_d (LR_i)$ is the cost of distance covered by $PR_i$. $f_o(n_i)$ is the entropy term to make the number of nodes inside all the cluster equally distributed. While $\beta$ is the weighting factor. The algorithm includes user-defined parameter $\beta$ that can be used to control the size and composition of clusters, either directly or indirectly. The algorithm treats $\beta$ as an indication of the desirable range of cluster sizes, rather than as hard thresholds that cannot be violated. Consequently, the final result may contain clusters with different sizes.

Computing $f_d(LR)$ is the most expensive function in term of processing power, and it is needed to be performed after exploring a new neighbor solution in the algorithm. So, we have proposed two improvements to cope with this issue, first a simplified version to compute $f_d(LR)$, for more information see subsection IV-A2. Second improvement is to compute $f_d(LR)$ only for the changed clusters in the neighbor solution.

**Figure 4.** Pseudocode of $f_d(LR)$, it computes the cost function of the physical ring associated with the logical ring

2) Intra-cluster Logical Ring Cost $f_d (LR_j)$: We provide an algorithm to find the cost (distance length in kilometers) and the components (fiber links, optical nodes) are needed from the physical topology to construct the intra-cluster unidirectional ring $PR_i$. In the $i$-th cluster, $f_d (PR_i)$ is the cost function associated by $PR_i$. For the sake of simplicity we use $LR_j$, $PR_i$, and $f_d$, instead of $LR_j$, $PR_i$, and $F1 (PR_i)$. The new algorithm is shown in Figure 4. The idea of the improvement is to avoid computing the shortest path in each iteration. So, the algorithm takes as input Paths that are offline computed. Resulting in a big reduction in the computation cost needed in each iteration. The `noVisit` is an array to store the number of time nodes is visited and is set to zeros at initialization. And $\alpha$ is a penalty to be paid if the path between the pair sequence is not a disjoint path. At the end, the algorithm executes $n + 1$ iterations. Average number of nodes in a single path of Paths is equals $|LR|/n$, which is 1. Finally, in average it needs $O(N+K/K)$ operations.

### 4.2. CTNs Selection

Within the scope of this phase inter-cluster mesh identification, we focus on the case that, the network already has been partitioned -regardless of the partitioning approach- into $K$ disjoint clusters. The inter-cluster mesh connects $K$ CTNs by shortest path according to the physical. The problem CTNs Selection is to elect $K$ nodes, such that each node belonging to a different cluster to act as the gateway and the coordinator of the other nodes in the same cluster. In the $CANON$ paradigm context, the interconnection between clusters is made through (CTN). The CTN is a node inside the intra-cluster ring, besides that it is acting as a gateway between it is own cluster and other $K - 1$ clusters. An equivalent mathematical formulation to CTNs selection problem is the Generalized Subgraph Problem (GSP). The GSP is defined on a graph where the vertex set $V$ is partitioned into $K$ clusters. The task is to find a subgraph which touches at most one vertex in each cluster so as to optimize an objective function. The GSP problem takes only the physical topology as input, and its only goal is to minimize the total inter-CTN distance since it is likely to lead to short light paths between different CTNs, thus requiring fewer wavelengths. Also, this type of solution tends to avoid physical topologies with a large diameter for inter-mesh; such topologies are not a good match for the mesh Topology algorithm which treats each cluster as a virtual mesh. On the other hand, CTN node capacity and traffic routing should also be considered. Specifically, observe that CTNs are responsible for forwarding a larger traffic amount than MEN nodes. Therefore, in order to lower the wavelength requirements for the network as a whole, it is generally desirable to select as CTNs the nodes with the largest bandwidth capacity, i.e., those with the largest physical degree. The GSP problem takes only the physical topology as input, and its only goal is to minimize the total inter-CTN distance and maximize the total $CTNs$ degree. Let us define $dist (CTN_i, CTN_j)$ the inter-CTN distance from $CTN_i$ to $CTN_j$. So, the total inter-CTNs distance is

$$F = \sum_{i=1}^{K} \sum_{j=1}^{K} \text{dist}(CTN_i, CTN_j)$$

Similarly, $e = E (CTN_i)$ denotes set of links $(e)$ that are connected to node $CTN_i$ that is the node degree. So, the total $CTNs$ node degree is

$$F = \sum_{i=1}^{K} \text{e}(CTN_i)$$

Is the sum of the number of edges connected to all elected $CTNs$. Hence, Generalized Subgraph Problem (GSP) is a strongly NP-hard problem. We have proposed a heuristic based solution there are two main issues related to the adaptation of the general form III-A approach for CTNs selection problem. The first is the design of the moves and
neighborhood structure. The initial random solution by randomly select one node from each cluster and assign it as CTN of that cluster. For the move and neighbor design always in each step select a random cluster and then elect randomly one node to act as CTN for the evaluation function:

\[
\text{maximize } (F) \\
F = F_1 - \beta F_2
\]

Where \(\beta\) is a weighting factor.

5. **Routing and Wavelength Assignment**

The goal of this phase is in two folds, first to find the routes based on CANON topology, which is the outcome from the previous phase LTD, and secondly to assign the wavelengths in order to carry the traffic between network nodes. Another problem we face in this section is that of grooming the higher-layer traffic. The term grooming is commonly used to refer to the packing of low-speed circuits into higher-speed circuits. In the rest of this section we will discuss several aspects of the design of wavelength-routing networks in some detail. In subsection V-A, we will compute the Intra-cluster and Inter-cluster physical topologies. In subsection V-B, we introduce a method for assign wavelength for the Intra-cluster and Inter-cluster connections.

5.1. **Routing**

According to CANON architecture, the route that carries the traffic between any pair of nodes \((s, d)\) and \(d \in C_i\) is determined based on \(C_i\) and \(C_j\). For instance, the route where \((t(s, d)\) passes through the physical topology is defined as follows: if \(i == j\), we have intra-cluster routing that includes all the nodes in the path of ring \(PR\) going from \(s\) to \(d\). If \(i == j\) then the route is constructed by three parts: The first segment is the path between \(s\) and \(CTN_i\) in the direction of the ring \(LR_i\). The second is the shortest path between \(CTN_i\) and \(CTN_j\). And the last segment is the path between \(CTN_j\) to \(d\) in the direction of \(LR_j\).

1) Intra-cluster Physical Ring \(PR\): The goal of this algorithm Figure 5 is to find \(PR\) starting from a known \(LR\). The \(PR\) is built as a sequence of shortest-paths \(P\). Initially \(PR = \emptyset\), the algorithm starts from a node of \(LR_i\) and always reaches the next node of the \(LR_j\), it computes \(P\) from \(v_1\) to \(v_2\) such that \(P\) disjoint with \(PR\). Then it set \((PR = PR \cup P)\). The algorithm, continue until all the nodes have been touched and the last path closes the cycle. 2) Inter-cluster Physical path: A routes between any pair of CTNs is found based on the shortest path principle using the Dijkstra’s algorithm [9].

5.2. **Wavelength Assignment**

We emphasize at this stage that we only use the routes which are identified by the previous step regardless of their congestion state. The routing of wavelengths over the physical topology is performed according to CANON paradigm where shortest path principle is not violated. In particular the physical topologies assumed are physical rings that is constructed by shortest paths between any arbitrary CTNs pairs to serve Inter-cluster communications. In this work we consider that the wavelengths in a single fiber are grouped into wavebands. Each fiber link carries \(F\) wavebands, each waveband consisting of \(L\) consecutive wavelengths. Hence, the total number of wavelengths on each link is \(W = F \times L\).
In the most general case, $T_{\text{intra}}(s, d)$ partially fill all the capacity of a whole waveband. So, allow waveband adds and drops at MEN nodes to fill the wavebands pass the nodes in the ring. Which on one hand is minimizing the wavelength cost, but on the other hand is increasing the number of ports. On intra-cluster we proposed an approach which is efficiently combines wavelengths traffic onto a single waveband. The algorithm shown in Figure. 7. Which is based on bin packing problem. The algorithm starts with the method of Figure. 5 to construct the physical ring $PR$. Then it executes a loop that runs until $T_{\text{intra}}$ is served in its entirety. In each step within the loop, the algorithm find a free unreserved waveband $B$ using the method which is depicted in Figure. 6. $B$ is covering the whole path of $PR$ on the physical topology. After that, the algorithm tries to fill the whole capacity of $B$ by establishing connections and reducing $T_{\text{intra}}$ by the amount of wavelength that can be served with the given waveband using the algorithm 8. Light paths into waveband. All light path grooming is per-formed in the optical domain without using wavelength conversion. To further explain the hierarchical model, we use an ex-ample depicted in Figure 2.

The algorithm starts with the method of Figure. 5 to construct the physical ring $PR$. Then it executes a loop that runs until $T_{\text{intra}}$ is served in its entirety. In each step within the loop, the algorithm finds a free unreserved waveband $B$ using the method which is depicted in Figure. 6. While in inter-clauter transport we use the second approach where the wavebands mostly filled and just transport them from source $CTN$ to destination $CTN$ without further merging.

$$T_{\text{inter}}(C_i, C_j) = \sum_{d \in C_i} T(s, d), \quad i, j = 1 \ldots k, i \neq j$$

then inter-cluster waveband matrix request is computed as

$$T_{\text{inter}}(C_i, C_j) = \sum_{s \in C_i} [T(s, d)], \quad i, j = 1 \ldots k, i \neq j$$

**Figure 5.** Algorithm WaveBand Assignment

Let us assume single wavelength Band paths are established between source and destination nodes using the Rout-The $T_{\text{intra}}$ matrix is carried over $PR$, the algorithm in Figure.?? is used. A free waveband on the $PR$ is identified by the algorithm Figure.??, then the algorithm Figure.8 is used to fill the waveband $B$ with wavelengths and sever all the entry in the matrix. Bandwidths are established over the $PR$, and the reduction is done.

At the end of intra-cluster, all traffic from the nodes of a cluster $C_i$ with destination outside the cluster, is carried to the $CTN$, for transport to the destination $CTN$. For $K$ clusters, with $k \times k$ traffic matrix $T_{\text{inter}} = [T_{\text{inter}}(C_i, C_j)]$ where $i \neq j$ the inter-cluster traffic matrix defined as

**Figure 6.** Algorithm Intra-cluster

**Figure 7.** Algorithm to fill a WaveBand B with wavelengths W in LR
6. Other Algorithms

6.1. K-center based clustering

In this subsection, we provide a different approach based on physical distance rather than the traffic matrix to generate the K clusters. This approach is based on well K-Center problem where:

- The input $G(V,E)$ and $K$;
- The output: $\{C_i\}_{i=1}^{N}$;

The K-Center problem is NP-Complete [7], [10], and the best approximation ratio that can be obtained in polynomial time is 2 [7], [15]. We use k-center implementation of [10] which is originally aims to reduce network cost through hierarchical traffic grooming in WDM networks. In our work, we consider that the $CTNs$ is equivalent hub nodes of [10]. The resulting clusters form k-center have expensive permutation of node for building logical ring. So, a father stage required to produce cheap permutation of the nodes. We consider this stage to be the ATSP Solver as shown in subsection VI-C.

**6.2. Traffic based clustering**

Traffic based is an offline heuristic based solution to partition the network nodes into a given number of clusters and eventually define the intra-cluster rings. This heuristic approach based on the traffic matrix rather than physical distance to generate the $K$ clusters and similarly, the $K$ correspondent $CTNs$.

- The input $T$ and $K$;
- The output: $\{C_i\}_{i=1}^{N}$, $\{CTN_i\}_{i=1}^{K}$

As an objective, the Traffic-based tries to minimize the intra-cluster traffic exchange. This algorithm considers $T$, and it does not take into account the physical topology; hence, it may group together nodes that are far apart.

The Traffic-based have two stages:

1. The clustering: Figure 9 depicts Traffic-based algorithm, it initially start with an empty $K$ clusters and $V$ is a set of $N$ nodes. The algorithm try to grow the $K$ cluster together by adding a node per cluster at time. In each step the $T$ inter is minimized. Break ties by selecting the cluster has the maximum $T_{intra}$.

2. As an objective, the Traffic-based tries to minimize the intra-cluster traffic exchange. This algorithm considers $T$, and it does not take into account the physical topology; hence, it may group together nodes that are far apart.

**6.3. ATSP Solver**

This section presents the ATSP Solver which is used when the clustering phase was done by the K-center or the Traffic based techniques. As an input, it takes unordered cluster nodes (e.g. if the clustering was done by the K-center or the Traffic based algorithms) and output the cluster corresponding logical ring LR and physical ring PR. Let $j$ denotes the j-th node in a network, and ATSP ($C_i$) denotes ATSP Solver with the input being the $C_i$. The benefit function $B$ and the cost function $F_1$ for solving the $ATSP$ ($C_i$) are defined by the following equations:

$$F = B - \beta \times F_1$$  
$$B = \sum_{j=1}^{N} \mu_j \times N_j$$  
$$F_1 = F_1(Pr_i)$$

Where, $\mu_j$ is a benefit of including j in the solution, $\gamma$ is a large enough real value to ensure that all nodes in $C_i$ will be included in the final $PR_i$, $\beta$ is a weighting factor. $N_j$ is function equals when the $j$-node is included in $PR_i$. $F_1$ is computed with the $F1PR$ in subsection 4. As an objective, ATSP Solver maximizes the benefit function $F$. However, we used ATSP Solver implementation found in [5]. The only one
modification is needed to be introduced to ESA so it suits our problem. That is to optimize our cost function $F$.

7. Numerical results

In this section, we present experimental results to demonstrate the function and performance of our clustering algorithms.

7.1. Reference network topologies

The experiments were applied on two different network topologies: Figures 11 and 12 represent the used network topologies, in the two figures nodes shown as circles and the lines between circles represent the links of the network topology; more over the number inside each circle is the ID of the correspondent network node. For all the three networks the total area considered in are scaled to fit into a unit area. To compute the distance between directly connected cities in the network the latitude and longitude and we used plane approximation method described in [11]. And this distance stored in $D$ but in case there is no link between the cities the distance is equal to shortest path distance. The first topology is the Pan-European core; The Pan-European core network consists of 16 nodes and 23 links.

The third topology is an ideal topology network and it is schematically shown in Figure 12. This topology consists 64 nodes and 120 links; It is pointed out that the Ideal topology provides for more connectivity i.e. it has a higher number of links.

7.2. Traffic load profiles

We consider both fixed and random traffic scenarios. Let $\rho$ be the input load at each source node, and $t_{ij}$ the load from source node $i$ to destination node $j$ ($T = [t_{ij}]$ is called the traffic matrix). The traffic matrix of each problem instance we consider is generated by drawing $N \times (N - 1)$ float numbers. Nodes inside the network do not exchange traffic between them self so in all scenarios $[t_{ij}] = 0.0$ if $i = j$. To illustrate that our approach works well for different traffic patterns, we consider four patterns in our study:

- Fixed traffic pattern. we assign a fix float number of all the elements of the traffic matrix, $[t_{ij}] = \rho$. Fixed traffic matrix does not have any particular structure that takes into account the geographical a proximity between nodes, and nodes exchange deterministic amount of traffic with all other nodes in their cluster or out of their cluster, so in this case there are no benefits from taking in account traffic matrix in the proposed clustering algorithms.

- Uniform random pattern. This pattern is a standard practice among researchers used to assess any network algorithm under such scenario. To generate a uniform random traffic matrix for a problem instance, we drawn $N \times (N - 1)$ float numbers from uniform distribution, where the values fall in the traffic elements take values in a wide range in the interval, and loads of individual links also vary widely.

- Nearest traffic pattern. This pattern is such that nodes physically close to each other exchange more traffic than nodes far away from each other. Specifically, the node pair with minimum physical distance between all possible nodes pair in the network will exchange among them self the largest amount of traffic, let $d_{min}$ be the minimum possible distance between all nodes pair in the network and $d_{ij}$ is the shortest path distance between node $i$ and node $j$, then the corresponding node pair will exchange $h$ load from uniform distribution, where the values fall in

$$\begin{bmatrix} 0.0 & \rho \\ \frac{\rho}{N \times (N - 1)} \times \frac{d_{ij}}{d_{min}} \end{bmatrix}$$

We have found that random patterns are often challenging in the context of network hierarchical clustering algorithm since the matrix does not have any particular structure that can be exploited by the algorithm. Nearest traffic pattern. This pattern is such that nodes physically close to each other exchange more traffic than nodes far away from each other. Specifically, the node pair with minimum physical distance between all possible nodes pair in the network will exchange among them self the largest amount of traffic, let $d_{min}$ be the minimum possible distance between all nodes pair in the network and $d_{ij}$ is the shortest path distance between node $i$ and node $j$, then the corresponding node pair will exchange $h$ load from uniform distribution, where the values fall in

$$\begin{bmatrix} 0.0 & \rho \\ \frac{\rho}{N \times (N - 1)} \times \frac{d_{ij}}{d_{min}} \end{bmatrix}$$
• Farthest traffic pattern. This is the opposite of the nearest pattern in pattern nodes physically far away from each other exchange more traffic than nodes close to each other. In fact, the node pair with the maximum shortest path physical distance between all possible nodes pair in the network will exchange among them self the largest amount of traffic, let \(d_{\text{max}}\) be the maximum possible shortest path distance between all nodes pair in the network and \(d_{ij}\) is the shortest path distance between node i and node j, then the overspending node pair will exchange h load from uniform distribution, where values fall in 

\[
0.0 \leq \frac{\rho}{N \times (N-1)} \times \frac{d_{ij}}{d_{\text{min}}}
\]

7.3. Network Cost

We assume that there are two types of optical cross-connect (OXC) in the network. The first group which is used in CTNs. The second is used in Metro-Edge Nodes (MENs). All the nodes belonging to the same group have exactly the same capabilities (i.e., in terms of switching and grooming capability). Clearly, the number of clusters, their composition, and the corresponding CTNs must be selected in a way that helps achieve our goal of minimizing the total number of optical ports and wavelengths required to carry the traffic demands. Therefore, the way of building the clusters and CTNs is a complex and difficult task, as it depends on both the physical topology of the network and the traffic matrix. To illustrate this point, consider the tradeoffs involved in determining the number of clusters. If is very small, the amount of inter-cluster traffic generated by each cluster will likely be large. Hence, the CTNs may become bottlenecks, resulting in a large number of optical ports at each CTN and possibly a large number of wavelengths since many light paths may have to be carried over the fixed number of links to/from each CTN. On the other hand, a large value for implies a small number of nodes within each cluster. In this case, the amount of intra-cluster traffic will be small, resulting in inefficient filled Waveband. Similarly, at the second-level cluster, paths will have to be set up to carry small amounts of inter-cluster traffic.

In this work we consider that the wavelengths in a single fiber are grouped into wavebands. Each fiber link carries \(F\) wavebands, each waveband consisting of \(L\) consecutive wavelengths. Hence, the total number of wavelengths (\(W\)) on each link is \(W = F \times L\). The first approach encourages waveband merges and splits, a number of bands are dropped to the WXC layer before being added back to the BXC layer again. This increases the number of ports needed at the nodes where waveband merges/splits take place. The second the hierarchical approach, band merges and splits are not allowed. The bands are routed between source and destination without modification. As a result, the first approach uses more ports than the second approach. On the other hand, the first using less number of wavelengths. In the considered hierarchical model, CTNs mostly originating and terminating a larger number of wavelengths than MEN nodes. So, the traffic between CTNs should be transported in bulk quantities like wavebands. While connection requests in wavelength routed inside a single cluster often require less capacity than is available on a single Waveband. Based on the previous observation: we propose for this hierarchical approach can be for intra-cluster transport we use the first approach which aims to combine wavelength into waveband in all the ring nodes. While in inter-cluster transport we use the second approach where the wavebands mostly filled and just transport them from source CTN to destination CTN without further merging. During this phase, we first divide the traffic matrix \(T\) into two different types: The first class represent the intra-cluster communication. And the second is inter-cluster communication.

![Figure 12. Illustrates the relation between number of hops and number of Clusters using Simulated Annealing and K-center algorithms](image)

![Figure 13. Illustrates the relation between distance and number of Clusters using Simulated Annealing and K-center algorithms](image)

![Figure 14. Illustrates the average number of hops while changing number of Clusters using Simulated Annealing and K-center algorithms](image)

For results in Figure 13, 14, and 15 below list of meaning of used metrics. Routing the light path between CTNs for each destination cluster start from the farthest source cluster.
8. Conclusions

Network design process is very important in order to balance between the investment in the network and the supervises offered to the network user, taking into consideration, both minimizing the network investment cost, on the other hand, maximizing the quality of service offered to the customers as well. Partitioning the network to smaller sub-networks called clusters is required during the design process in order to ease studying the whole network and achieve the design process as a trade-off between several attributes such as quality of service, reliability, cost, and management. Under CANON, a large scale optical network is partitioned into a number of geographically limited areas taking into account many different criteria like administrative domains, topological characteristics, traffic patterns, legacy infrastructure, … etc. An important consideration is that each of these clusters is comprised of a group of nodes in geographical proximity. The clusters can coincide with administrative domains but there could be many cases where two or more clusters belong to the same administrative domain. Therefore, in the most general case the partitioning into specific clusters can be either an off-line or an on-line process.

In this work only the off-line case is considered. In this Study, we look at the problem of designing efficient 2-level Hierarchical Optical Networks (HON), in the context of network costs optimization. 2-level HON paradigm only have local rings to connect disjoint sets of nodes and a global sub mesh to interconnect all the local rings. We present a Hierarchical algorithm that is based on two phases. We present results for scenarios containing a set of real optical topologies.
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